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ABSTRACT

We explore interaction as a basis for human-computer
comprehension. Perceptual experience is organised through
categories establishing the kind of distinctions imposable on
perceived phenomena. An interactive tool exploiting a similar
categorisation in graphics is integrated into a system for
subjective retrieval of images, so that the user interacts with active
regions supporting the same type of distinction.
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1. INTRODUCTION

Personalisation is fundamental to structure new computer-based
activities. Personal assistants could learn owners’ subjective
preferences in complex cognitive processes such as picture
appreciation, or expression of aesthetic impressions.

Natural language is the tool of choice for communication among
humans, but its use as a tool for human-computer communication
is more problematic [6], and generally restricted to specific, often
technical, fields. On the other hand, direct manipulation has
become ubiquitous in human-computer interaction (HCI). We
exploit it as a basis for a com-munication language between a
personal assistant and its owner, so that they can come to agree on
the meaning to be ascribed to terms, even in case of subjective
impressions.

The work capitalises on an architecture for learning subjective
impressions [4] and on the notion of active region from the visual
language and HCI communities [7, 11: interaction is a means to
build a common lexicon and a sharable organisation of perception
[3]. A tool for construction of term meaning is integrated into
MIKE, an environment for retrieval of multimedia material based
on subjective impression. Here, we focus on the human ability to
use terms to refer to distinctions in the perceived phenomena. In
expressing distinctions, perceptual adequacy is separated from
linguistic competence, and the latter from conceptualisation
capability. The application domain internal structure is used
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2. BACKGROUND

The problem of defining a common language between user and
computer is usually solved by recurring to a limited vocabulary,
or embedding natural language abilities in the system, possibly
integrated with forms of direct manipulation [1]. However,
lexicon is not a stable entity, and even private lexicons within a
community can get modified [15].

When interacting on subjective impressions, the meaning of terms
may differ among subjects, and is hardly definable via a linear
mapping from physical features. ARTMUSEUM uses a fixed
lexicon and users can assign grades to each term, in order to
assess a picture from a database [14]. In its recent evolution, new
terms, possibly based on existing ones, can be associated with
nodes in the upper layer of a neural network whose input nodes
are colour features measured in the image [2].

Colour features are popular in image retrieval systems, since
colour is easily segmented, relies on one of the most salient
aspects of an image, and usually carries sufficient semantic
content to support forms of content-based retrieval [8, 13, 9].
However, impressions can derive specific arrangements of
coloured regions, as well as from measurable features, such as size,
shape, texture, etc. Moreover, not all types of impression derive
from the same features. A system must learn not only which
measured values correspond to a certain term, but also which
features are relevant for a specific judgement.

We start from a categorisation of adjectives for properties of an
image or of regions therein. Overall impressions are conveyed by
observation adjectives, not corresponding to single measures or
their specific combinations. They are associated with
configurations of a neural net and learned by the system in a
supervised way [2]. Users can externalise the way in which the
judgement is formed, by pointing at some features of the image.
Adjectives usually refer to size and shape properties, and are
associated with sets of values in the possible outcomes of single
measures. We propose to use suitable forms of visualisation to
help users organise their externalisation, so that a common
organisation of users' perceptions and system's measures can be
achieved. The visualisation captures some form of isomorphism
between categorisation of perceptions and of graphical structures.
The relation between orders in the domain and orders perceived in
individual graphical structures is studied in [10]. Properties of
graphical structures supporting correct visualisations are studied
in [16]. These studies have taken into account static aspects of
graphical structures. Dynamic aspects, considering orders in
visual interaction, have been studied in [5], where focus was on
transformations of graphical structures. Here, we exploit very



simple forms of visualisations, but propose a general framework
in which different visualisations can be developed.

3. SUBJECTIVE IMPRESSIONS

Verbalisation of cognitive or perceptual phenomena is mediated
by speakers’ culture and experience, in particular their linguistic
competence. The relation between objective properties and
subjective responses is difficult to make explicit and is typically
variable. In our framework, it emerges from two processes: (1) a
decomposition of subjective impressions into collections of sub-
impressions and low-level features, and (2) a synthesis of user's
intervention, available physical observations and past experiences.
On the other hand, terms not referring to immediate perceptual
experience depend on the ability to organise one's perceptions.
While judgements which refer to perceptual aspects are often
graded, emotional or cultural judgements seem to have a rather
dichotomic nature.

However, the ability to draw distinctions at a perceptual level
does not imply the use of a specific term for each distinction. Also,
the ability to organise perceptions into a concept does not
correspond to that of defining an explicit term to denote it, or of
using the term in the sense accepted by other speakers. Finally,
rather than on the correct usage of terms, it is important to agree
on the semantic area covered by the term in the shared lexicon.
This is facilitated if one can refer to the structure of the underlying
domain. In particular, graded judgements are expressed w..r.t a
linearly ordered model, while emotional judgements are
predicates assessing whether something corresponds or not to a
prototype.

4. MAPPING TO STRUCTURES.

We propose a tool by which users manipulate meanings and terms
to establish a private, expandable lexicon for com-munication
with the system, and develop forms of conceptualisation and
organisation of perceptual experience. We identify the following
categorisations of perception.

opposition: dichotomies corresponding to some property, or to

its opposite, or lack thereof.

linear ordering: perceptions on a refinable scale from a

minimum to a maximum;

abstraction: scale of abstraction;

distribution: things are simply perceived as "being there" and

being distinguished from others.
Some graphical representations naturally support isomorphic
organisations of the domains they represent. Thus, opposition is
expressed via inside/outside relations; linear ordering is
represented by a one-dimensional structure, with a reading
convention; abstraction induces a partial order, represented by
levels with the simultaneous use of two dimensions; distribution
is represented by identifying arbitrary regions.

4.1 Communicating perceptual experience

With the tool, users define perceptual judgements by directly
manipulating graphical structures, establishing the lexicon to
communicate thier experience, get informed of the current usage
of this lexicon within the system. In particular, graded judgements
are expressed via interaction with a solid line (Figure 1). By
clicking on a position on this line, the user creates a distinction,
subsequently associating a set of adjectives with it. At any
moment the user can modify the distinctions, modify the labels,

associate a new label to a distinction previously left anonymous,
introduce new distinctions or eliminate old ones. Similarly,
assertive categories relative to dichotomic perceptions (e.g.
present / absent) are judged with respect to dichotomic terms
(Figure 2).

Such an organisation of the perceptual experience with respect to
the lexicon can be performed for the features measurable by the
system. Distinctions can be identified also without reference to
specific pictures, as well as on specific zones of images. A new
learning phase need occur only when distinctions, not terms, are
modified.

4.2 Communicating emotional experience

A "flat" organisation of the space of terms does not discern
between terms evoked by direct stimuli (e.g. a picture may be
bright in that it presents vivid colours) and those corresponding to
mediated impressions or complex associations (e.g. a picture may
be appeasing in that it has an equilibrium in the distribution of
soft colours). On the other hand, the same picture may be
evaluated in different ways according to different organisations of
a same perceptual experience: an appeasing picture may also be
romantic, in a different categorisation (thematic rather than
emotional). On the contrary, a romantic picture may also be
disquieting, if it evokes romantic emotions by violent clashing of
colours. These high level experiences can be managed by letting
the user interact at different levels with the system.

On the one hand, we see emotional judgements as dichotomic
ones, and let the user ask for pictures which present or lack some
qualities. On the other hand, we help the user relate these
emotions to its constituents. The system can thus recognise that
images a user has deemed as appeasing have, say, "large areas in
pastel colours AND areas are prevalently extended in the
horizontal direction". The user can intervene to present other
examples of appeasing pictures with different aspects, accept the
proposal of the system, or edit the definition. Moreover, users
could indicate that only some of the features indicated by the
system have to be taken into consideration in formulating such
semantics, or that different features, among those available to the
system, must be considered.

5. DISTINCTIONS AND TERMS

We propose a Java open implementation where new terms,
categories and features are added during system usage. The
linguistic notions of category and distinction are accessed and
manipulated by interacting with active regions and active sectors.
Categories are paired with classes of features supporting different
types of assessment or measure, and sets of terms are associated
with the distinctions they designate.

A Feat ur e is an attribute of a multimedia entity that supports
setting and getting an Cbj ect value; a Category sets a
partition of a Feat ur e domain, composed of Di sti ncti ons,
which are aggregations of Separ at ors. Terms are associated
with a Di sti ncti on and obtained from a Dat aSour ce, e.g. a
thesaurus, or Text Fi el d. Different types of Cat egor y can be
devised, such as GradedCat egory for Features whose
domain supports a linear order, or Asserti veCat egory for
judgements in the form of dichotomies. An Acti veRegi on
represents a Category. Users interact with its
ActiveSectors (representing the Distinctions) and
redefine the ActiveSeparations (representing the



Separ at or s) which uniquely define them. According to the
type of Category, Regions, Sectors and Separators have
different graphical types.

Figures 1 and 2 both present on the left an Acti veCanvas
containing the ActiveRegi on related to the explored
Cat egory, namely an Activeline in Figure 1, and an
ActiveEncl osure in Figure 2. In Figure 1, the user is
defining the distinctions and the associated terms for the category
Aspect. In Figure 2, the user is defining a collection of terms to be
used for assessing some feature in the image. The term positive is
associated with the inside distinction.
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Figure 1. The frame for management of graded categories. The
user is defining distinctions for the Aspect category.

In both cases, users introduce new terms in the Dat aSour ce
area on the right, associated with the current Di sti ncti on,
represented by the current Acti veSector, eliminate terms
from the current distinction, or query the system to find whether a
given term has been introduced. The ActiveRegion is
presented in red, the ActiveSector in yellow, and the
Act i veSepar at or s in blue. Consistency is guaranteed at any
time of the visible set of terms, the current Di sti ncti on, and
the current Act i veSect or in Acti veRegi on.
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Figure 2. The frame for management of assertive categories. The
user is adding terms to the default assertive category.

A term can be transferred from a distinction to another in two
ways: 1) delete a term from the list, modify the active
Di stincti on, and reintroduce it; 2) double-click on the term
in the list; when the term appears close to the Act i veRegi on
grab it and move it to a new distinction. Actions are enabled only
in a correct state, e.g., separator removal is allowed only if at least
two distinctions remain: the last Act i veLi ne separator cannot
be removed, nor the only Acti veEncl osur e separato. Such
policies are managed by associating objects with events which
may modify their enabled state.

6. A SCENARIO OF USE

Nathalie and the system (called Mr. Feel) are building a common
lexicon for analysis of pictures based on subjective impression.
They have agreed on the meaning of some basic terms, such as big
or dark, and are trying to establish meanings for more complex
terms, such as happy. Based, on what it already knows, Mr. Feel
takes the initiative to look for happy images in its picture data
base. In Figure 3 it proposes an example of happy picture;
Nathalie counteracts with the introduction of the new term scary.

Now Nathalie explains the meaning of scary by using terms
already in the lexicon, such as big and red, and indicating the
physical features that gave rise to the judgement of scary. The
regions in the right-most window are detected automatically on
the basis of the chosen colour (red, green). The white region on
the central window is drawn by Nathalie, who introduces the new
term elongated. Rather than trying to explain e/longated based on
existing terms, or to let the system infer a new node in the
network starting from this example, Nathalie chooses to directly
teach the system her meaning for the term.

Hence, she loads the category Aspect in the categorisation
environment to Aspect is relative to the feature computed as the
ratio of height to width for a region. A linear order exists for it,
and it is represented as a straight line. No terms have been defined
for it yet, and only the two defaults distinction for a graded
category exist. Nathalie decides to define a basic lexicon for this
category and sets three distinctions, to which she associates the
terms elongated, balanced and compressed respectively. She also
introduces the term oblong for the first distinction and the term
bulky for the third one.(Figure 1).

Once completed this definition, she goes back to the dialogue,
where she can use the new terms. She can then refer collectively
to the regions of elongated form and say that they are arranged as
“Prison-bars”. The system recognises the construct arranged as
and tries to extract the spatial relations among the indicated
regions. Hence, it can further understand that a set of elongated
regions look like prison-bars if they are parallel and close to each
other, and that such an arrangement contributes to making an
image scary.

7. CONCLUSIONS

The problem of building a common language between a user and
a personal assistant is faced by exploiting the subjective ability of
the user to provide different terms for the categorisation the user
imposes on his or her perceptions. An interactive tool exploits an
isomorphism between categorisations of graphical types and of
structured domains. Users can associate terms with distinctions,
edit the portion of the active region pertaining to a distinction,
retrieve the distinction associated with a term, modify current
assoc-iations, refine or merge distinctions, etc. Each action is



relative to the currently active sector, or makes a different sector
active.

The tool is currently used offline in MIKE, a system for retrieval
of multimedia documents by subjective feelings [4]. The
architecture for complete integration has been designed. Besides
subjective retrieval, applications are foreseen for document
annotation, since the notion of active region can support several
types of semantic definitions. The study of the isomorphisms
between application domains and graphical structures is in general
relevant in several HCI field.
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