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Abstract

We propose a number of cues and a strategy for combining thetrnaduld be used
by a binaural machine to perform source separation. Ouiquswork has used
the single cue of interaural phase difference (IPD) to seqitine time-frequency

plane using an EM algorithm. We see this as a first step tovealalger and more
complete system that takes advantage of more of the cudalaesto a listener

from the stereo mixture such as interaural level differefhic®), monaural cues,

and reliability cues. Additionally, these cues could begnated with one another
by extending the existing probabilistic framework.

1 Introduction

The human auditory system can discern many simultaneousismurces in a single auditory scene
using the input from only two ears. Whereas much effort of keie been focused on source sep-
aration from a single microphone and from arrays of many oplkones, few investigations have
attempted to wring as much information out of a stereo réngrds might be possible. While much
as been written about the various cues mentioned in thig plagitecan be used for source separation,
they have yet to be integrated in a single system.

We are interested in stereo recordings for a number of reas@file stereo recordings are less
common than monophonic recordings, they are much more caonthan recordings from large

microphone arrays and the hardware for producing new stememdings is ubiquitous. Microphone
arrays, in addition to requiring more complicated hardwyafso present calibration problems that
grow exponentially in the number of microphones. Adding eosel microphone may provide the
greatest amount extra information for the least amount vaepalibration and other overhead. And
finally, we are interested in stereo recordings because wadwie to gain some insight into the

methods that humans might use for separating sources.

2 Cues

There are many cues useful for source separation that cartiaeted from binaural recordings.
In addition to strictly binaural cues, a binaural strategy ¢ake advantage of monaural source
separation cues operating on both channels independently.

2.1 Binaural cues

Standard binaural cues for localization compare the sigmaeived at the two ears to one another.
These include the difference in arrival time of a signal & tivo ears, known as interaural time
difference (ITD), and the difference in sound energy betwthe two signals, known as interaural
level difference (ILD). While the ILD can be computed at evenint in a spectrogram, the ITD
can only be computed unambiguously on wideband signals. |ategk cue, however, interaural



phase difference (IPD), can be computed at every point ineatspgram and used to calculate a
probability distribution over ITDs at each point [1]. Theeémentioned paper describes a system in
which only the IPD is used to create a probabilistic maskgiaim EM algorithm. This mask could
be used as cue for another algorithm or these other cues keufetorporated into the probabilistic
framework and used directly in creating the mask.

2.2 Monaural cues

Many systems have been developed recently either to separtrget source like speech from
background noise [2] or to separate two sources from onédnanf, 4]. Systems that work in the
spectral domain (as opposed to the cepstral domain) typicadate masks which indicate which
regions of the spectrogram might be associated with whicinces. Such a mask for each of the
channels in a binaural recording would serve as a usefulang $ource separator.

2.3 Reliability cues

One final cue is that of reliability. Wilson and Darrell [Skien filters that predict the reliability of
localization cues at particular points in spectrogramagighe energy at neighboring points. The
optimal such filters act much like the precedence effect imdms, finding that onsets provide the
most reliable localization cues. These filters could be w@sethey are, or similar filters could be
built using the same technique to predict local source dbariatics which indicate the reliability of
source separation. While the training occurs on binaurakdgy the resulting filters act on monaural
spectrograms and could be used to predict the reliabiligagch monaural signal.

3 Combining cues

Once these cues are extracted, there are a number of wayscim iy could be combined into an
estimated partitioning of the time-frequency plane. The &brithm described in [1] only uses a
single cue and assumes that all spectrogram points arstistty independent from one another.
A fuller version of such a model, however, could take advgataf the extra information that is
ignored by the current model.

Adding another cue, ILD, to the model should not be difficulte level difference between the
two channels is typically log-normally distributed, meagthat when measured in dB it is normally
distributed. Although the means of the normal distributiearies with frequency and source loca-
tion, they can be learned from training data. And since thgnitade and phase differences can be
safely assumed to be independent from one another [6], aitndgrterm can easily be added into
the existing probabilistic model.

The assumption of independence between spectrogram paimtse relaxed to account for correla-
tions. As can be seen in Figure 1, there is a not insignificarretation between the source active
at one point in the spectrogram and the source active atighiners. This correlation takes dif-
ferent forms in different frequency regions. At low frequiss, the same source tends to maintain
dominance in a frequency band for a number of time frames.igkt frequencies, sources tend to
dominate many frequency bands simultaneously, but onlg 8ingle time frame. These correlations
can be used to build a Markov random field (MRF) or other gikd-graphical model to allow for
variational solutions or loopy belief propagation.

Depending on when the cues are integrated with each otheintegtated over the spectrogram,
solutions can be more or less involved. In the simplest dagemonaural and binaural cues could
be used separately and under the assumption of that alfteqeency points are independent of one
another to estimate time-frequency masks of source lata®aly after these masks are calculated,
a Markov random field could integrate them with one anothdraamoss neighboring time-frequency
points. A more complicated integration method would be toreste a single time-frequency mask
from all of the cues simultaneously while also taking adagetof correlations between neighboring
time-frequency points. Such a method would require a viariagolution to the problem instead of
the simpler EM solution, but should be feasible.
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Figure 1: From a ground truth mask for two sources in a revarti#goom, the correlation of a point
in the ground truth binary mask and its neighbors for pointhiee different frequencies: (a) low
frequency, (b) mid frequency, and (c) high frequency

4 Proposal

In our workshop presentation we will further describe oampled framework. We will also present
preliminary results on combining IPD and ILD cues in reald@everberant environments.
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