
Genetic and Evolutionary
Computation Conference 2024

Conference Program

Last update: July 10, 2024

Melbourne, Australia
July 14-18, 2024

Please fill the mobility survey:



Page

Welcome 4
Melbourne Convention Bureau 5
Sponsors and Supporters 6
Organizers and Track Chairs 8
Program Committee 11
Schedule 19

Schedule at a Glance 20
Workshop and Tutorial Sessions (July 14) 21
Workshop and Tutorial Sessions (July 15) 22
Overview of Parallel Sessions (July 16-18) 23
Track List and Abbreviations 24
Time Zone 25
Floor Plan 26

Keynotes 27
Toby Walsh (Wednesday, July 17, 9:30-10:30) 28
Suzie Sheehy (Tuesday, July 16, 09:30-10:30) 29
Una-May O’Reilly (Thursday, July 18, 11:00-12:00) 30

Tutorials 31
Workshops, Late-breaking Abstracts, and Women+@GECCO 37

Workshops 38
Late-breaking Abstracts 50
Women+@GECCO 52

Humies, Competitions, Evolutionary Computation in Practice, and Job Market 55
Humies 56
Competitions 58
Evolutionary Computation in Practice 60
Job Market 61

Best Paper Nominations 63
Voting Instructions 64
Nominations 64

Papers 67
EMO 1 68
BBSR 1 68
EML 1 68
RWA 1 69
NE 1 69
GA 1 69
CS + L4EC 69
GP 1 70
EMO 2 70
SBSE 1 70
EML 2 + IMPACT 71
RWA 2 71
HOP 1 71
GECH + NE 72
CS 2 72
THEORY 1 73
ENUM 1 73
ECOM 1 73
EML 3 74
RWA 3 74
L4EC 1 74



2

HOP 2 75
GA + THEORY 75
SI 1 75
GP 2 76
EMO 3 76
ECOM 2 76
EML 4 77
RWA 4 77
HOP 3 77
ENUM 2 78
NE 2 78
GP 3 79
EMO 4 79
ECOM 3 79
EML 5 80
RWA 5 80
BBSR 2 80
SI + ENUM 81
THEORY 3 81
GP 4 81
EMO 5 82
ECOM 4 82
EML 6 82
RWA 6 82
HOP 4 83
GECH 2 83
L4EC 2 84

Posters 85
BBSR 86
CS 86
ECOM 86
EML 87
EMO 89
ENUM 90
GECH 90
GA 91
GP 91
L4EC 92
NE 93
RWA 93
SBSE 95
SI 95

Abstracts by Track 97
BBSR 98
CS 99
ECOM 101
EML 104
EMO 110
ENUM 115
GECH 118
GA 119



3

GP 121
HOP 125
L4EC 131
NE 133
RWA 136
SBSE 143
SI 144
THEORY 146

Author Index 151

GECCO is sponsored by the Association for Computing Machinery Special Interest Group for Genetic and Evolutionary
Computation (SIGEVO). SIG Services: 2 Penn Plaza, Suite 701, New York, NY, 10121, USA, 1-800-342-6626 (USA and
Canada) or +212-626-0500 (global).



4 Welcome

Welcome

Dear GECCO attendees,

Welcome to the Genetic and Evolutionary Computation Conference (GECCO). This year GECCO comes to our great
city of Melbourne, the cultural and sporting capital of Australia. This is the first time ever for GECCO to be held
in Australia, the "Land Down Under". In fact, this is the first GECCO in the Southern Hemisphere! Considering
the distance of Melbourne from the rest of the world, we decided to continue to run GECCO in hybrid mode to
better support participants from around the world in attending this great conference. We also provided a childcare
support grant scheme, to support participants attending with young children.

GECCO is the largest peer-reviewed conference in the field of Evolutionary Computation, and the main conference
of the Special Interest Group on Genetic and Evolutionary Computation (SIGEVO) of the Association for Computing
Machinery (ACM). GECCO implements a rigorous review process to identify the most important and technically
sound papers to publish. The technical program is divided into fifteen tracks reflecting all aspects of our field and
each of these tracks was chaired by two domain experts who managed the review process and made the decisions
about the papers in coordination with the Editor-in-Chief. To reflect the rapidly changing research landscape, this
year we included two new tracks: i) Learning for Evolutionary Computation (L4EC); ii) Benchmarking, Benchmarks,
Software, and Reproducibility (BBSR). Both tracks started off strong and attracted over 20 submissions each.

GECCO 2024 received 497 papers and accepted 178, resulting in a 35.8% acceptance rate. Those papers will be
presented during the conference, either in person or remotely. 21 papers were nominated for the Best Paper Award,
and will be presented in dedicated sessions. We decided to continue the Outstanding Reviewer awards introduced
at GECCO 2023, and the 2024 awardees will be announced in the closing session. In addition, we accepted 27 Hot
off the Press (HOP) submissions, 24 Late Breaking Abstracts (LBA), and 160 posters that will be presented during
the conference. GECCO 2024 also includes 32 tutorials selected from among 42 proposals, as well as 18 workshops
reflecting the most relevant topics in our field. They will take place during the first two days of the hybrid conference.

We are excited to welcome as keynote speakers Toby Walsh, from the University of New South Wales, and Suzie
Sheehy, from the University of Melbourne. We are honored that Una-May O’Reilly will give this year’s SIGEVO
keynote. We would like to thank all authors for submitting their work to GECCO 2024. We wish to further thank all
the tutorial speakers, as well as all the workshop and competition organizers.

The organization of a conference like GECCO is a tremendous task relying on many people. We would like to thank
all the chairs of our events: tracks, posters, workshops, student workshop, tutorials, competitions, LBA, and HOP. We
also thank the organizers of Humies, Evolutionary Computation in Practice, Job Market, SIGEVO Summer School,
and Women+@GECCO, as well as the members of our program committee.

Many other members of the organization team deserve recognition: The GECCO Local Chair and local organization
team, as well as the dozens of student volunteers that help run the hybrid conference; The chairs of all the different
elements that hybrid GECCO is made of: Hybridization, Hybrid Scheduling, Proceedings, Student Affairs, Electronic
Media, Publicity, Sponsorships, Sustainability, Childcare Support, and SIGEVO Electronic Media Affairs. It is also
worth mentioning Brenda Ramirez, Stephanie Matal, and Roxane Rose for their hard work with the registrations and
logistics, Leah Glick of the Linklings team for her support with the submission and review management system,
Charlotte Hurry and Helen Allison (from OPTIMA) for supporting our summer school and Twitter account, as well
as Ken Ng from Melbourne Convention Bureau (MCB) and Robert Mercado from Whova. Finally, we also thank
Manuel López-Ibáñez, Anne Auger, and Peter Bosman from SIGEVO for their valuable advice and guidance.

Enjoy the conference!

Xiaodong Li Julia Handl
GECCO 2024 General Chair GECCO 2024 Editor-in-Chief
RMIT University, Australia University of Manchester, UK
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Sponsors and Supporters

GECCO is organized and sponsored by SIGEVO, the Association for Computing Machinery Special Interest Group
for Genetic and Evolutionary Computation.

GECCO 2024 gratefully acknowledges and thanks our sponsors and supporters:

Gold sponsors

Melbourne, Australia: where inspiration meets innovation
https://www.melbournecb.com.au

A global university of technology, design and enterprise
https://rmit.edu.au

OPTIMA’s mission is to deliver industrial transformation via in-
creased uptake of trusted and sophisticated optimisation technolo-
gies
https://optima.org.au

http://www.acm.org
http://sig.sigevo.org
https://www.melbournecb.com.au
https://www.melbournecb.com.au
https://rmit.edu.au
https://rmit.edu.au
https://optima.org.au
https://optima.org.au
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Silver sponsors

Innovate through Science
https://www.honda-ri.de

Original Thinking Applied
https://www.alliancembs.manchester.ac.uk

Bronze sponsors

Enabling miners to make better decisions
https://www.maptek.com

The University of Melbourne
https://www.unimelb.edu.au

Monash University
https://www.monash.edu

Your dots. Connected.
https://dotsandlines.ai

https://www.honda-ri.de
https://www.honda-ri.de
https://www.alliancembs.manchester.ac.uk
https://www.alliancembs.manchester.ac.uk
https://www.maptek.com
https://www.maptek.com
https://www.unimelb.edu.au
https://www.unimelb.edu.au
https://www.monash.edu
https://www.monash.edu
https://dotsandlines.ai
https://dotsandlines.ai
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Organizers

General Chair Xiaodong Li, RMIT University

Editor-in-Chief Julia Handl, Alliance Manchester Business School, University of Manchester

Local Chair Markus Wagner, Monash University

Proceedings Chair Mario Garza-Fabre, Cinvestav

Publicity Chairs Kate Smith-Miles, University of Melbourne
Richard Allmendinger, University of Manchester

Student Affairs Chairs Ying Bi, Zhengzhou University
Grant Dick, University of Otago

Student Workshop Chair Amir H. Gandomi, University of Technology Sydney

Electronic Media Chairs Marcella Scoczynski Ribeiro Martins, Federal University of Technology -
Paraná, Brazil
Hirad Assimi, University of Adelaide

SIGEVO Eletronic Media Affairs Nadarajen Veerapen, Université de Lille

Hybridization Chairs Yuan Sun, La Trobe Business School, La Trobe University
Mario Andrés Muñoz, School of Computer and Information Systems, Univer-
sity of Melbourne

Hybrid Scheduling Chairs Ahmed Kheiri, Lancaster University
Nguyen Su, RMIT University
Dhananjay Thiruvady, Deakin University

Sponsorships Chairs Andy Song, School of Computing Technologies, RMIT University
Frank Neumann, University of Adelaide

Sustainability Chair Carla Silva, University of Lisbon

Posters Chairs Mingyu Guo, University of Adelaide
Bach Long Nguyen, Monash University

Workshops Chairs Nguyen Dang, University of St Andrews
Mohammad Nabi Omidvar, University of Leeds

Tutorials Chair Mengjie Zhang, Victoria University of Wellington
Emma Hart, Edinburgh Napier University

Competitions Chairs Hemant Kumar Singh, University of New South Wales

Late-Breaking Abstract Chairs Justyna Petke, University College London
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Will N. Browne, Queensland University of Technology

Hot-off-the-Press Chair Marcus Gallagher, University of Queensland

Humies Chairs Erik Goodman, Michigan State University and BEACON Center for the Study
of Evolution in Action
William B. Langdon, University College London
John Koza

Summer School Organizers Miguel Nicolau, University College Dublin
Anna V. Kononova, LIACS, Leiden University
Michael Kirley, University of Melbourne

Women+@GECCO Chairs Bing Xue, Victoria University of Wellington
Aldeida Aleti, Monash University

Evolutionary Computation Thomas Bartz-Beielstein, TH Köln
in Practice Chairs Richard Schulz, IDE+A, TH Köln

Danial Yazdani, Data Science Institute, University of Technology Sydney

Job Market Chairs Tea Tušar, Jožef Stefan Institute
Boris Naujoks, Cologne University of Applied Sciences

Local Organization Team Alex Iliadis, RMIT University
Aidan Blair, RMIT University
Hongjie Xu, RMIT School of Computing Technologies
Andrew Ciezak, University of Newcastle
Ruimin Chu, RMIT School of Computing Technologies
Yiliao Song, University of Adelaide
Yunzhuang Shen, RMIT School of Computing Technologies
Yameng Peng, RMIT School of Computing Technologies
Kendall Taylor, RMIT University
Vic Ciesielski, RMIT University
Parham Moradi, RMIT University
Mozdeh Hemati, Monash University
Behzad Moradi, University of Melbourne

Business Committee Anne Auger, Inria
Manuel López-Ibáñez, University of Manchester

Track Chairs

BBSR – Benchmarking, Benchmarks, Software, and Reproducibility

Carola Doerr, CNRS, Sorbonne University
Arnaud Liefooghe, Université du Littoral Côte d’Opale

CS – Complex Systems

Emily L. Dolson, Michigan State University
Mary Katherine Heinrich, Universite Libre de Bruxelles
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ECOM – Evolutionary Combinatorial Optimization and Metaheuristics
Yi Mei, Victoria University of Wellington
Leslie Pérez Cáceres, Pontificia Universidad Católica de Valparaíso

EML – Evolutionary Machine Learning
Jean-Baptiste Mouret, Inria / CNRS / University of Lorraine
Kai Qin, Swinburne University of Technology

EMO – Evolutionary Multiobjective Optimization
Dimo Brockhoff, Inria Saclay–Île-de-France; CMAP, Ecole Polytechnique
Tapabrata Ray, University of New South Wales

ENUM – Evolutionary Numerical Optimization
Youhei Akimoto, University of Tsukuba, RIKEN AIP
Katherine M. Malan, University of South Africa

GA – Genetic Algorithms
Aneta Neumann, University of Adelaide
Elizabeth Wanner, Aston University

GECH – General Evolutionary Computation and Hybrids
James McDermott, University of Galway
Alberto Moraglio, University of Exeter

GP – Genetic Programming
Aniko Ekart, Aston University
Ting Hu, Queen’s University

L4EC – Learning for Evolutionary Computation
Pascal Kerschke, TU Dresden, ScaDS.AI
Marie-Eleonore Kessaci, Université de Lille

NE – Neuroevolution
Antoine Cully, Imperial College London
Gabriela Ochoa, University of Stirling

RWA – Real World Applications
Sarker Ruhul, University of New South Wales
Patrick Siarry, University of Paris-Est Créteil

SBSE – Search-Based Software Engineering
Aymeric Blot, University of Rennes
Dominik Sobania, Johannes Gutenberg University of Mainz

SI – Swarm Intelligence
Christian Blum, Artificial Intelligence Research Institute (IIIA) - Spanish National Research Council (CSIC).
Paola Pellegrini, Université Gustave Eiffel

THEORY – Theory
Benjamin Doerr, École Polytechnique
Christine Zarges, Aberystwyth University
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Program Committee (Proceedings and Workshops)

Abidin Çil, Zeynel, Izmir Democracy University, University of
Leicester

Adamatzky, Andrew, University of the West of England Bristol
Affenzeller, Michael, University of Applied Sciences Upper

Austria; Institute for Formal Models and Verification,
Johannes Keppler University Linz

Ahrari, Ali, University of New South Wales
Ait Abderrahim, Imène, Khemis Miliana University
Akhtar, Farooq, North University of China, University of Kotli

AJK
Akimoto, Youhei, University of Tsukuba; RIKEN AIP
al-Rifaie, Mohammad Majid, University of Greenwich
Alaya, Ines, CY Tech, Cergy Paris Université; ENSI
Albukhanajer, Wissam, Roke Manor Research Limited
Alderliesten, Tanja, Leiden University Medical Center
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Ali, Shaukat, Simula Research Laboratory
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Batista, João Eduardo, LASIGE, Faculty of Sciences, University

of Lisbon

Batista, Lucas, Universidade Federal de Minas Gerais,
Department of Electrical Engineering
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Bechikh, Slim, SMART Lab, University of Tunis
Beligiannis, Grigorios, University of Patras
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Bentley, Peter J., University College London, Autodesk
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(UFJF)
Beyer, Hans-Georg, Vorarlberg University of Applied Sciences
Bezerra, Leonardo C. T., University of Stirling
Bhatt, Varun, University of Southern California
Bi, Ying, Zhengzhou University
Bian, Chao, Nanjing University
Biedrzycki, Rafał, Institute of Computer Science, Warsaw

University of Technology
Binois, Mickael, Inria
Blesa, Maria J., Universitat Politècnica de Catalunya -

BarcelonaTech
Blum, Christian, Artificial Intelligence Research Institute (IIIA)

- Spanish National Research Council (CSIC)
Bökler, Fritz, Osnabrück University
Bongard, Josh, University of Vermont
Booker, Lashon, The MITRE Corporation
Borg, James, Aston University
Bosman, Peter A.N., Centre for Mathematics and Computer

Science, Delft University of Technology
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Bouter, Anton, Centre for Mathematics and Computer Science
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Brookhouse, James, Manchester Metropolitan University
Browne, Will Neil, Queensland University of Technology,

Victoria University of Wellington
Brownlee, Alexander, University of Stirling
Bucur, Doina, University of Twente
Bull, Larry, University of the West of England
Burlacu, Bogdan, University of Applied Sciences Upper Austria
Buzdalov, Maxim, Aberystwyth University
Buzdalova, Arina, Aberystwyth University
Cabrera-Guerrero, Guillermo, Pontificia Universidad Católica

de Valparaíso
Cagnoni, Stefano, University of Parma
Camacho Villalón, Christian Leonardo, Université Libre de

Bruxelles
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Schedule at a Glance

Sunday, July 14 Monday, July 15 Tuesday, July 16 Wednesday, July 17 Thursday, July 18

Registration
07:30–18:00

Registration
07:30–18:00

Registration
07:30–18:00

Registration
08:30–18:00

Registration
08:30–12:00

Poster Session II
Online: 08:00–09:20Workshops and

Tutorials
08:30–10:20

Workshops and
Tutorials

08:30–10:20

Opening Session
08:45–09:30

Paper Sessions
and HOP

09:00–10:30

Invited Keynote
Toby Walsh
09:30–10:30

Invited Keynote
Suzie Sheehy
09:30–10:30

Break Break
Break Break Break

Workshops and
Tutorials

10:40–12:30

Workshops and
Tutorials

10:40–12:30

Paper Sessions
and ECiP

11:00–12:30

Paper Sessions,
HOP, Competitions

11:00–12:30

SIGEVO Keynote
Una-May O’Reilly

11:00–12:00

Awards and Closing
12:10–13:30

Lunch Break
(on your own)

12:30–14:00

Lunch Break
(at MCEC)

12:30–14:00

Lunch Break
(on your own)

12:30–14:30

Lunch Break
(at MCEC)

12:30–14:30

Workshops and
Tutorials

14:00–15:50

Workshops and
Tutorials

14:00–15:50
Paper Sessions, HOP,
Job Market, Impact

14:30–16:00

Paper Sessions and
Competitions
14:30–16:00

Break Break
Break Break

Workshops and
Tutorials

16:10–18:00

Workshops and
Tutorials

16:10–18:00

Paper Sessions
and HOP

16:30–18:00

HUMIES
16:30–18:00

Break
Break

Women+@GECCO
18:10–20:10

Poster Session I
Onsite: 18:20–22:00
Online: 18:20–19:30

Cocktail Buffet
(Level 1, Lobby 1)

19:00–21:00

Social Dinner
(Showtime Events

Centre)

18:20–22:00

• All times appear in Melbourne’s time zone (AEST, UTC/GMT + 10 hours).

• Opening, Closing, and Keynotes are in Room 105 & 106.

• Women+@GECCO is in Room 103.

• Onsite Poster Session is in Level 1 Foyer 1.

• Both Poster Sessions include track posters as well LBA, Competition, and Student Workshop posters.

• Tuesday and Wednesday sessions before lunch may end between 12:30 and 13:00.

• Tuesday sessions before the Poster Session may end between 18:00 and 18:20.

• Coffee breaks are served in Level 1 Foyer 1.

• Lunch at MCEC is served in Level 1 Foyer 1.
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Workshop and Tutorial Sessions (Sunday, July 14)

08:30–10:20 10:40–12:30 14:00–15:50 16:10–18:00

R
o

o
m

10
1 Swarm Intelligence

Algorithms: Foundations,
Perspectives and
Challenges (p. 47)

A Deep Dive into Robust
Optimization Over Time:

Problems, Algorithms,
and Beyond (Yazdani,

Yao; p. 32)

27th International
Workshop on

Evolutionary Rule-based
Machine Learning (p. 43)

27th International
Workshop on

Evolutionary Rule-based
Machine Learning (p. 44)

R
o

o
m

10
2

Evolutionary
Computation and

Decision Making (p. 39)

Evolutionary
Computation for Feature

Selection and Feature
Construction (Xue,

Zhang; p. 32)

Constraint-Handling
Techniques used with

Evolutionary Algorithms
(Coello Coello; p. 34)

A Gentle Introduction to
Theory (for

Non-Theoreticians)
(Doerr; p. 33)

R
o

o
m

10
3 Runtime Analysis of

Population-based
Evolutionary Algorithms

(Lehre; p. 32)

Evolutionary
Computation and

Explainable AI (p. 40)

Evolutionary
Computation and

Explainable AI (p. 40)

Model-Based
Evolutionary Algorithms
(Thierens, Bosman; p. 33)

R
o

o
m

10
4 Using Large Language

Models for Evolutionary
Search (O’Reilly,
Hemberg; p. 32)

14th Workshop on
Evolutionary

Computation for the
Automated Design of

Algorithms (p. 39)

Evolution of Neural
Networks (Miikkulainen;

p. 32)

Graph-based Genetic
Programming (p. 42)

R
o

o
m

10
7

Embodied and Evolved
Artificial Intelligence

(p. 40)

Statistical Analyses for
Single-objective

Stochastic Optimization
Algorithms (Eftimov,

Korošec; p. 34)

Open Source Software for
Evolutionary

Computation (p. 41)

Representations for
Evolutionary Algorithms

(Rothlauf; p. 33)

R
o

o
m

11
1 Introduction to

Quantum Optimization
(Moraglio, Chicano;

p. 32)

Next Generation Genetic
Algorithms - efficient

crossover and local search
and new results on

crossover lattices (Whitley;
p. 32)

Evolutionary
Multiobjective

Optimization (EMO)
(Knowles, Zheng; p. 35)

Analysing algorithmic
behaviour of

optimisation heuristics
(p. 38)

R
o

o
m

11
2

Benchmarking and
analyzing iterative

optimization heuristics
with IOHprofiler (Doerr,

Vermetten, de Nobel,
Bäck; p. 32)

Evolutionary
Computation Meets

Machine Learning for
Combinatorial

Optimisation (Mei, Raidl;
p. 34)

Linear Genetic
Programming (Banzhaf,

Hu; p. 32)

3rd GECCO workshop on
Enhancing Generative
Machine Learning with

Evolutionary
Computation

(EGML-EC) 2023 (p. 41)

Workshop Introductory
Tutorial

Advanced
Tutorial

Specialized
Tutorial
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Workshop and Tutorial Sessions (Monday, July 15)

08:30–10:20 10:40–12:30 14:00–15:50 16:10–18:00

R
o

o
m

10
1

Transfer Learning in
Evolutionary Spaces

(Pillay; p. 33)

Large Language Models
for and with Evolutionary
Computation Workshop

(p. 44)

Evolutionary Computation
and Evolutionary Deep

Learning for Image Analysis,
Signal Processing and
Pattern Recognition

(Cagnoni, Bi, Sun; p. 34)

Bayesian Optimization
(Couckuyt, Rojas

Gonzalez, Branke; p. 33)

R
o

o
m

10
2 Generative

Hyper-heuristics
(Tauritz, Woodward;

p. 33)

Evolutionary Machine
Learning for

Interpretable and
eXplainable AI (Siddique,

Browne, Urbanowicz;
p. 33)

Evolutionary
computation for

stochastic problems
(Neumann, Neumann,

Singh; p. 34)

Instance Space Analysis
and Item Response

Theory for Algorithm
Testing (Smith-Miles,

Muñoz,
Kandanaarachchi; p. 35)

R
o

o
m

10
3 Evolutionary Bilevel

Optimization:
Algorithms and

Applications (Deb, Sinha;
p. 34)

Good Benchmarking
Practices for
Evolutionary

Computation (p. 38)

9th Workshop on
Industrial Applications of

Metaheuristics (IAM
2024) (p. 42)

9th Workshop on
Industrial Applications of

Metaheuristics (IAM
2024) (p. 43)

R
o

o
m

10
4

Landscape-Aware
Heuristic Search (p. 44)

Evolutionary Art and
Design in the Machine

Learning Era (Machado,
Correia; p. 35)

New Framework of
Multi-Objective

Evolutionary Algorithms
with Unbounded
External Archive

(Ishibuchi, Pang, Shang;
p. 33)

Neuroevolution at work
(p. 45)

R
o

o
m

10
7

Quantum Optimization
(p. 46)

Quantum Optimization
(p. 46)

Landscape Analysis of
Optimisation Problems
and Algorithms (Ochoa,

Malan; p. 33)

Symbolic Regression
(p. 48)

R
o

o
m

11
1 Workshop on

Surrogate-Assisted
Evolutionary

Optimisation (p. 47)

Genetic Improvement:
Taking real-world source

code and improving it using
computational search

methods (Brownlee,
Haraldsson, Wagner,

Woodward; p. 34)

Coevolutionary
Computation for
Adversarial Deep

Learning (Toutouh,
O’Reilly; p. 35)

Theory and Practice of
Population Diversity in

Evolutionary
Computation (Sudholt,

Squillero; p. 35)

R
o

o
m

11
2 Evolutionary

Reinforcement Learning
(Flageat, Lim, Cully;

p. 33)

Student Workshop (p. 48) Student Workshop (p. 49)
Robot Evolution: from
Virtual to Real (Eiben;

p. 34)

Workshop Introductory
Tutorial

Advanced
Tutorial

Specialized
Tutorial



Schedule 23

Overview of Parallel Sessions (Tuesday, July 16 – Thursday, July 18)

Tuesday
July 16

Wednesday
July 17

Thursday
July 18

11:00–12:30 14:30–16:00 16:30–18:00 11:00–12:30 14:30–16:00 16:30–18:00 09:00–10:30

R
o

o
m

10
1

EMO 1
(p. 68)

EMO 2
(p. 70)

ENUM 1
(p. 73)

⋆
EMO 3
(p. 76)

EMO 4
(p. 79)

EMO 5
(p. 82)

R
o

o
m

10
2

BBSR 1
(p. 68)

SBSE 1
(p. 70)

ECOM 1
(p. 73)

ECOM 2
(p. 76)

⋆
ECOM 3

(p. 79)

ECOM 4
(p. 82)

R
o

o
m

10
3

EML 1
(p. 68)

⋆
EML 2 +
IMPACT

(p. 71)

EML 3
(p. 74)

EML 4
(p. 77)

EML 5
(p. 80)

EML 6
(p. 82)

R
o

o
m

10
4

RWA 1
(p. 69)

⋆
RWA 2
(p. 71)

RWA 3
(p. 74)

RWA 4
(p. 77)

RWA 5
(p. 80)

RWA 6
(p. 82)

R
o

o
m

10
5-

6

ECiP
(p. 60)

Job Market
(p. 61)

L4EC 1
(p. 74)

Comp 1
(p. 58)

Comp 2
(p. 58)

HUMIES
(p. 56)

R
o

o
m

10
7

NE 1
(p. 69)

HOP 1
(p. 71)

HOP 2
(p. 75)

HOP 3
(p. 77)

BBSR 2
(p. 80)

HOP 4
(p. 83)

R
o

o
m

10
8

GA 1
(p. 69)

⋆
GECH + NE

(p. 72)

⋆
GA +

THEORY
(p. 75)

ENUM 2
(p. 78)

⋆
SI + ENUM

(p. 81)

R
o

o
m

11
1

⋆
CS + L4EC

(p. 69)

CS 2
(p. 72)

SI 1
(p. 75)

NE 2
(p. 78)

THEORY 3
(p. 81)

GECH 2
(p. 83)

R
o

o
m

11
2

GP 1
(p. 70)

THEORY 1
(p. 73)

⋆
GP 2

(p. 76)

GP 3
(p. 79)

GP 4
(p. 81)

L4EC 2
(p. 84)

⋆
Standard
Paper Session

Session with Best
Paper Nominees

Competition ECiP

Humies HOP Job Market No Session
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Track List and Abbreviations

BBSR Benchmarking, Benchmarks, Software, and Reproducibility

CS Complex Systems

ECOM Evolutionary Combinatorial Optimization and Metaheuristics

EML Evolutionary Machine Learning

EMO Evolutionary Multiobjective Optimization

ENUM Evolutionary Numerical Optimization

GA Genetic Algorithms

GECH General Evolutionary Computation and Hybrids

GP Genetic Programming

HOP Hot Off the Press

IMPACT SIGEVO Impact Paper Award

L4EC Learning for Evolutionary Computation

NE Neuroevolution

RWA Real World Applications

SBSE Search-Based Software Engineering

SI Swarm Intelligence

THEORY Theory
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Time Zone

All times in this program appear in Melbourne, Australia’s time zone. During the time of the conference, Melbourne
has Australian Eastern Standard Time - AEST time zone (UTC/GMT + 10 hours).

For convenience, time differences with respect to some major cities around the world are provided below:

• For New York (USA), please subtract 14 hours.

• For Toronto (Canada), please subtract 14 hours.

• For Chicago/Houston (USA), please subtract 15 hour.

• For Los Angeles/San Francisco (USA), please subtract 17 hours.

• For Vancouver (Canada), please subtract 17 hours.

• For Paris (France)/Madrid (Spain)/Frankfurt (Germany), please subtract 8 hours.

• For London (UK)/Lisbon (Portugal), please subtract 9 hours.

• For Sao Paulo (Brazil), please subtract 13 hours.

• For New Delhi (India), please subtract 4.5 hours.

• For Shanghai/Beijing (China), please subtract 3 hours.

• For Taipei (Taiwan), please subtract 3 hours.

• For Tokyo ( Japan), please subtract 2 hours.

• For Johannesburg/Cape Town (South Africa), please subtract 8 hours.

• For Wellington (New Zealand), please add 2 hours.
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Floor Plan
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GECCO KEYNOTE

Generative AI: Why All the Fuss?
Toby Walsh, University of New South Wales, Australia

Tuesday, July 16, 09:30-10:30

ChatGPT burst into people’s lives at the end of 2022, heralding the arrival of large language
models in particular, and generative AI in general. How best to see this moment in the
development of AI. What is generative AI actually good for? And what are its limitations? And
how might we tackle them? In this talk, I’ll explore how to understand recent breakthroughs
in AI, and discuss what might come next.

Biosketch: Toby Walsh is an ARC Laureate Fellow and Scientia Professor of AI at UNSW and
CSIRO Data61. He is Chief Scientist of UNSW.AI, UNSW’s new AI Institute. He is a strong

advocate for limits to ensure AI is used to improve our lives, having spoken at the UN, and to heads of state,
parliamentary bodies, company boards and many others on this topic. This advocacy has led to him being "banned
indefinitely" from Russia. He is a Fellow of the Australia Academy of Science, and was named on the international
"Who’s Who in AI" list of influencers. He has written four books on AI for a general audience, the most recent is
"Faking It! Artificial Intelligence in A Human World".
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GECCO KEYNOTE

Lessons from Curiosity-Driven Physics Research
Suzie Sheehy, University of Melbourne, Australia

Wednesday, July 17, 9:30-10:30

From the serendipitous discovery of X-rays in a German laboratory, to the scientists trying
to prove Einstein wrong about quantum mechanics (and inadvertently proving him right),
to the race to split the atom: physicists have shaped innumerable aspects of how we live today.
In this talk, accelerator physicist and author Suzie Sheehy will share her key lessons from over
100 years of curiosity-driven experiments to understand the microscopic. Far from just talking
about revolutions in understanding the cosmos, Sheehy will share lessons learned by bring
physics down to Earth and putting it firmly back where it belongs, in the hands of the people.

Biosketch: Associate Professor Suzie Sheehy is a physicist, science communicator and
academic whose research addresses both curiosity-driven and applied areas. She leads the
accelerator physics group at the University of Melbourne, developing new particle accelerators
for applications in medicine. She is the current director of the Australian Collaboration for

Accelerator Science (ACAS) and holds a Visiting Lectureship at the University of Oxford. She has held prestigious
research fellowships from the Royal Commission for the Exhibition of 1851 and the Royal Society.

Suzie is also an award-winning speaker, author, and science communicator, dedicated to bringing stories of
science and scientists to the wider community. Her 2018 TED talk on ‘The Case for Curiosity Driven Research’ has
been viewed almost 2 million times, and her acclaimed popular science book ‘The Matter of Everything: Twelve
Experiments that Changed Our World’, has been published worldwide in 12 languages.
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SIGEVO KEYNOTE

Coevolution in Natural and Artificial Systems
Una-May O’Reilly, MIT, USA

Thursday, July 18, 11:00-12:00

In its most recognizable form, coevolution is a natural process. It is ubiquitous in natural
systems whether they are biological or social. But, a community of Evolutionary Computation
researchers have also used computation and algorithms to artificially replicate coevolution.
They do so for a rich variety of purposes. I will talk about the remarkable correspondences and
contrasts between coevolution in nature and computation, and I will outline open challenges
and opportunities in this fascinating, complex research area.

Biosketch: Dr. Una-May O’Reilly is the leader of ALFA Group at Massachusetts Institute of
Technology’s Computer Science and Artificial Intelligence Lab. An evolutionary computation

researcher for 20+ years, she is broadly interested in adversarial intelligence — the intelligence that emerges and
is recruited while learning and adapting in competitive settings. Her interest has led her to study settings where
security is under threat, for which she has developed machine learning algorithms that variously model the arms
races of tax compliance and auditing, malware and its detection, cyber network attacks and defenses, and adversarial
paradigms in deep learning. She is passionately interested in programming and genetic programming. She is a
recipient of the EvoStar Award for Outstanding Achievements in Evolutionary Computation in Europe and the
ACM SIGEVO Award Recognizing Outstanding Achievements in Evolutionary Computation. Devoted to the field
and committed to its growth, she served on the ACM SIGEVO executive board from SIGEVO’s inception and held
different officer positions before retiring from it in 2023. She co-founded the annual workshops for Women@GECCO
and has proudly watched their evolution to Women+@GECCO. She was on the founding editorial boards and
continues to serve on the editorial boards of Genetic Programming and Evolvable Machines, and ACM Transactions
on Evolutionary Learning and Optimization. She has received a GECCO best paper award and an GECCO test of time
award. She is honored to be a member of SPECIES, a member of the Julian Miller Award committee, and to chair
the 2023 and 2024 committees selecting SIGEVO Awards Recognizing Outstanding Achievements in Evolutionary
Computation.
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Introductory Tutorials

Runtime Analysis of Population-based Evolutionary Algorithms
Per Kristian Lehre, University of Birmingham

Sunday, July 14, 08:30–10:20
Room 103

Using Large Language Models for Evolutionary Search
Una-May O’Reilly, MIT CSAIL
Erik Hemberg, MIT CSAIL, ALFA Group

Sunday, July 14, 08:30–10:20
Room 104

Introduction to Quantum Optimization
Alberto Moraglio, University of Exeter
Francisco Chicano, University of Málaga

Sunday, July 14, 08:30–10:20
Room 111

Benchmarking and analyzing iterative optimization heuristics with
IOHprofiler
Carola Doerr, Sorbonne Université, CNRS
Diederick Vermetten, Leiden University
Jacob de Nobel, Leiden University
Thomas Bäck, Leiden University

Sunday, July 14, 08:30–10:20
Room 112

A Deep Dive into Robust Optimization Over Time: Problems, Algorithms, and
Beyond
Danial Yazdani, University of Technology Sydney
Xin Yao, Lingnan University

Sunday, July 14, 10:40–12:30
Room 101

Evolutionary Computation for Feature Selection and Feature Construction
Bing Xue, Victoria University of Wellington
Mengjie Zhang, Victoria University of Wellington

Sunday, July 14, 10:40–12:30
Room 102

Next Generation Genetic Algorithms - efficient crossover and local search and
new results on crossover lattices
Darrell Whitley, Colorado State University

Sunday, July 14, 10:40–12:30
Room 111

Evolution of Neural Networks
Risto Miikkulainen, The University of Texas at Austin, Cognizant AI Labs

Sunday, July 14, 14:00–15:50
Room 104

Linear Genetic Programming
Wolfgang Banzhaf, Michigan State University
Ting Hu, Queen’s University

Sunday, July 14, 14:00–15:50
Room 112
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A Gentle Introduction to Theory (for Non-Theoreticians)
Benjamin Doerr, École Polytechnique, Laboratoire d’Informatique (LIX)

Sunday, July 14, 16:10–18:00
Room 102

Model-Based Evolutionary Algorithms
Dirk Thierens, Utrecht University
Peter A.N. Bosman, Centrum Wiskunde & Informatica (CWI)

Sunday, July 14, 16:10–18:00
Room 103

Representations for Evolutionary Algorithms
Franz Rothlauf, Universität Mainz

Sunday, July 14, 16:10–18:00
Room 107

Transfer Learning in Evolutionary Spaces
Nelishia Pillay, University of Pretoria

Monday, July 15, 08:30–10:20
Room 101

Generative Hyper-heuristics
Daniel R. Tauritz, Auburn University
John R. Woodward, Loughborough University

Monday, July 15, 08:30–10:20
Room 102

Evolutionary Reinforcement Learning
Manon Flageat, Imperial College London
Bryan Lim, Imperial College London
Antoine Cully, Imperial College London

Monday, July 15, 08:30–10:20
Room 112

Evolutionary Machine Learning for Interpretable and eXplainable AI
Abubakar Siddique, Wellington Institute of Technology
Will N. Browne, Queensland University of Technology
Ryan Urbanowicz, Cedars-Sinai Medical Center

Monday, July 15, 10:40–12:30
Room 102

New Framework of Multi-Objective Evolutionary Algorithms with
Unbounded External Archive
Hisao Ishibuchi, Southern University of Science and Technology
Lie Meng Pang, Southern University of Science and Technology
Ke Shang, Southern University of Science and Technology

Monday, July 15, 14:00–15:50
Room 104

Landscape Analysis of Optimisation Problems and Algorithms
Gabriela Ochoa, University of Stirling
Katherine Mary Malan, University of South Africa

Monday, July 15, 14:00–15:50
Room 107

Bayesian Optimization
Ivo Couckuyt, University of Gent
Sebastian Rojas Gonzalez, University of Gent
Juergen Branke, University of Warwick

Monday, July 15, 16:10–18:00
Room 101
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Robot Evolution: from Virtual to Real
Gusz Eiben, VU University Amsterdam, Vrije Universiteit Amsterdam

Monday, July 15, 16:10–18:00
Room 112

Advanced Tutorials

Statistical Analyses for Single-objective Stochastic Optimization Algorithms
Tome Eftimov, Jožef Stefan Institute
Peter Korošec, Jožef Stefan Institute

Sunday, July 14, 10:40–12:30
Room 107

Evolutionary Computation Meets Machine Learning for Combinatorial
Optimisation
Yi Mei, Victoria University of Wellington
Guenther Raidl, TU Wien

Sunday, July 14, 10:40–12:30
Room 112

Constraint-Handling Techniques used with Evolutionary Algorithms
Carlos Artemio Coello Coello, CINVESTAV-IPN

Sunday, July 14, 14:00–15:50
Room 102

Evolutionary Bilevel Optimization: Algorithms and Applications
Kalyanmoy Deb, Michigan State University
Ankur Sinha, IIM

Monday, July 15, 08:30–10:20
Room 103

Genetic Improvement: Taking real-world source code and improving it using
computational search methods
Alexander Edward Ian Brownlee, University of Stirling
Saemundur Oskar Haraldsson, University of Stirling
Markus Wagner, Monash University
John Robert Woodward, Loughborough University

Monday, July 15, 10:40–12:30
Room 111

Evolutionary Computation and Evolutionary Deep Learning for Image
Analysis, Signal Processing and Pattern Recognition
Stefano Cagnoni, University of Parma
Ying Bi, Zhengzhou University
Yanan Sun, Sichuan University

Monday, July 15, 14:00–15:50
Room 101

Evolutionary computation for stochastic problems
Frank Neumann, University of Adelaide
Aneta Neumann, University of Adelaide
Hemant Kumar Singh, University of New South Wales

Monday, July 15, 14:00–15:50
Room 102
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Coevolutionary Computation for Adversarial Deep Learning
Jamal Toutouh, Universidad de Málaga, Massachusetts Institute of Technology
Una-May O’Reilly, Massachusetts Institute of Technology

Monday, July 15, 14:00–15:50
Room 111

Instance Space Analysis and Item Response Theory for Algorithm Testing
Kate Smith-Miles, University of Melbourne; ARC Centre in Optimisation
Technologies, Integrated Methodologies and Applications
Mario Andrés Muñoz, University of Melbourne; ARC Centre in Optimisation
Technologies, Integrated Methodologies and Applications
Sevvandi Kandanaarachchi, CSIRO

Monday, July 15, 16:10–18:00
Room 102

Theory and Practice of Population Diversity in Evolutionary Computation
Dirk Sudholt, University of Passau
Giovanni Squillero, Politecnico di Torino

Monday, July 15, 16:10–18:00
Room 111

Specialized Tutorials

Evolutionary Multiobjective Optimization (EMO)
Joshua Knowles, SLB Cambridge Research, University of Manchester
Weijie Zheng, Harbin Institute of Technology

Sunday, July 14, 14:00–15:50
Room 111

Evolutionary Art and Design in the Machine Learning Era
Penousal Machado, University of Coimbra
João Correia, University of Coimbra

Monday, July 15, 10:40–12:30
Room 104
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AABOH – Analysing algorithmic behaviour of optimisation heuristics

Organizers: Anna V Kononova, Leiden University; Niki van Stein, Leiden University; Daniela Zaharie, West
University of Timisoara; Fabio Caraffini, De Montfort University; Thomas Bäck, Leiden University

Time / Location: Sunday, July 14, 16:10–18:00, Room 111

Welcome & Opening by the workshop organisers
Niki Van Stein, Daniela Zaharie, Fabio Caraffini, Anna Kononova

16:10

Measuring Population Diversity in Variable Dimension Search Spaces
Michal Pluhacek, Adam Viktorin, Tomas Kadavy, Jozef Kovac, Roman Senkerik

16:15

Correlation-based Analysis of the Influence of Bound Constraint Handling Methods on Population
Dynamics in Differential Evolution
Madalina Andreea Mitran

16:30

Analyzing the Runtime of the Gene-pool Optimal Mixing Evolutionary Algorithm (GOMEA) on the
Concatenated Trap Function
Yukai Qiao, Marcus Gallagher

16:45

Some interesting search behaviors of evolutionary multi-objective optimization algorithms (invited
talk)
Hisao Ishibuchi

17:00

Plenary discussion 17:30

BENCH@GECCO24 – Good Benchmarking Practices for Evolutionary Computation

Organizers: Boris Naujoks, Cologne University of Applied Sciences; Carola Doerr, CNRS and Sorbonne
University; Pascal Kerschke, TU Dresden; Mike Preuss, Leiden Institute of Advanced Computer
Science; Vanessa Volz, modl.ai; Olaf Mersmann, TH Köln

Time / Location: Monday, July 15, 10:40–12:30, Room 103

Welcome & Opening by the workshop organisers
Boris Naujoks, Carola Doerr, Pascal Kerschke, Mike Preuss, Vanessa Volz, Olaf Mersmann

10:40

Benchmarking in Multi-Criteria Optimisation
Jürgen Branke

10:50

Benchmarking in QD
Amy Hoover

11:30

Open discussion 12:10
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EC+DM – Evolutionary Computation and Decision Making

Organizers: Tinkle Chugh, University of Exeter; Richard Allmendinger, University of Manchester; Hadi
Akbarzadeh Khorshidi, University of Melbourne

Time / Location: Sunday, July 14, 08:30–10:20, Room 102

Welcome & Opening by the workshop organisers
Tinkle Chugh, Richard Allmendinger, Hadi Akbarzadeh Khorshidi

08:30

Data-driven decision making: finding acceptable solutions (Keynote + Q&A)
Michael Kirley

08:35

Dynamic Constrained Multiobjective Algorithm Based on Feasible Region Prediction
Zhiye Guo, Jingxuan Wei, Binhao Liang, Fengqin Liang

09:25

Explaining Automatically Designed Software Defined Perimeters with a Two Phase Evolutionary
Computation System
James Gunder Frazier, Thomas Helmuth

09:45

Discussion & Closing by the workshop organisers 10:10

ECADA – 14th Workshop on Evolutionary Computation for the Automated Design of
Algorithms

Organizers: Daniel Tauritz, Auburn University; John R. Woodward, Loughborough University; Emma Hart,
Edinburgh Napier University

Time / Location: Sunday, July 14, 10:40–12:30, Room 104

Welcome & Opening by the workshop organizers
Daniel Tauritz, John Woodward, Emma Hart

10:40

Dynamic Neural Architecture Search for Image Classification
Mia Gerber, Nelishia Pillay

10:45

Tightening the Approximation Error of Adversarial Risk with Auto Loss Function Search
Pengfei Xia, Ziqiang Li, Bin Li

11:05

Towards Evolutionary-based Automated Machine Learning for Small Molecule Pharmacokinetic
Prediction
Alex G. C. de Sá, David B. Ascher

11:25

Invited Keynote Speaker Introduction
Emma Hart

11:45

Evolutionary Computation for Automated Design of Scheduling Heuristics (Keynote + Q&A)
Mengjie Zhang

11:50

Open Discussion + Wrap Up by the workshop organisers 12:20
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ECXAI – Evolutionary Computation and Explainable AI

Organizers: John McCall, Robert Gordon University; Jaume Bacardit, Newcastle University; Alexander Brownlee,
University of Stirling; Stefano Cagnoni, University of Parma; Giovanni Iacca, University of Trento;
David Walker, University of Exeter

Time / Location: Sunday, July 14, 10:40–12:30 and 14:00–15:50, Room 103

Session 1: 10:40–12:30

Welcome & Opening by the workshop organizers
John Mccall, Jaume Bacardit, Alexander Brownlee, Stefano Cagnoni, Elia Cunegatti

10:40

Evolutionary computation and explainable AI: A roadmap to transparent intelligent systems
(Keynote + Q&A)
Ting Hu

10:50

Explaining evolutionary feature selection via local optima networks
Jason Adair, Sarah L. Thomson, Alexander E.I. Brownlee

11:40

A User-Guided Generation Framework for Personalized Music Synthesis Using Interactive
Evolutionary Computation
Yanan Wang, Yan Pei, Zerui Ma, Jianqiang Li

12:05

Session 2: 14:00–15:50

Explaining instances in the health domain based on the exploration of a dataset’s hardness
embedding
Maria Gabriela Valeriano, João Luiz Junho Pereira, Carlos Roberto Veiga Kiffer, Ana Carolina Lorena

14:00

Drawing Attributions From Evolved Counterfactuals
Jan Jakubik, Halina Kwaśnicka

14:25

Explaining Session-based Recommendations using Grammatical Evolution
Piotr Lipinski, Klaudia Balcer

14:50

Panel discussion and concluding remarks 15:15

EEAI – Embodied and Evolved Artificial Intelligence

Organizers: Yue Xie, University of Cambridge; David Howard, Data61, CSIRO; Fumiya Iida, University of
Cambridge; Josie Hughes, EPFL

Time / Location: Sunday, July 14, 08:30–10:20, Room 107

Welcome & Opening by the workshop organisers
Xie Yue, David Howard, Xing Wang

08:30

On Learning and Encodings for Joint Optimisation of Body and Control
Emma Hart

08:40

Why Robot Evolution Needs Robot Learning
Gusz Eiben

09:05



Workshops, Late-breaking Abstracts, and Women+@GECCO 41

Poster and demonstration [CSIRO, onsite] 09:30

Evolving Artificial Cognitive Systems
Will Browne

09:55

EGML-EC – 3rd GECCO workshop on Enhancing Generative Machine Learning with
Evolutionary Computation

Organizers: Jamal Toutouh, University of Málaga; Una-May O’Reilly, MIT; João Correia, University of Coimbra;
Penousal Machado, University of Coimbra, CISUC, DEI; Erik Hemberg, MIT, CSAIL

Time / Location: Sunday, July 14, 16:10–18:00, Room 112

Welcome & Opening by the workshop organisers
Jamal Toutouh, Una-May O’Reilly, João Correia, Penousal Machado, Erik Hemberg

16:10

Empirical comparison of evolutionary approaches for searching the latent space of Generative
Adversarial Networks for the human face generation problem
Jimena Mignaco, Gonzalo Rey, Jairo Correa, Sergio Nesmachnow, Jamal Toutouh

16:25

A Generative Evolutionary Many-Objective Framework: A Case Study in Antimicrobial Agent Design
Matheus Müller Pereira da Silva, Jaqueline da Silva Angelo, Isabella Alvim Guedes, Laurent
Emmanuel Dardenne

16:50

Panel discussion
Jamal Toutouh, Una-May O’Reilly, João Correia, Penousal Machado, Erik Hemberg

17:15

EvoOSS – Open Source Software for Evolutionary Computation

Organizers: Stefan Wagner, University of Applied Sciences Upper Austria; Michael Affenzeller, University of
Applied Sciences Upper Austria

Time / Location: Sunday, July 14, 14:00–15:50, Room 107

Welcome & Opening by the workshop organizers
Stefan Wagner, Michael Affenzeller

14:00

EasyLocal++ a 25-year Perspective on Local Search Frameworks
Sara Ceschia, Francesca Da Ros, Luca Di Gaspero, Andrea Schaerf

14:04

Backend-agnostic Tree Evaluation for Genetic Programming
Bogdan Burlacu

14:27

EvoAl - Codeless Domain-Optimisation
Bernhard J. Berger, Christina Plump, Lauren Paul, Rolf Drechsler

14:50

GOLEM: Flexible Evolutionary Design of Graph Representations of Physical and Digital Objects
Maiia Pinchuk, Grigorii Kirgizov, Lyubov Yamshchikova, Nikolay Nikitin, Irina Deeva, Karine
Shakhkyan, Ivan Borisov, Kirill Zharkov, Anna Kalyuzhnaya

15:13

Byron – An Evolutionary Fuzzer and Optimizer
Giovanni Squillero

15:36
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Closing by the workshop organizers 15:46

GGP – Graph-based Genetic Programming

Organizers: Dennis G. Wilson, ISAE-SUPAERO, University of Toulouse; Roman Kalkreuth, Sorbonne University;
Eric Medvet, University of Trieste; Giorgia Nadizar, Università degli Studi di Trieste; Giovanni
Squillero, Politecnico di Torino; Alberto Tonda, Université Paris-Saclay; Yuri Lavinas, University of
Tsukuba

Time / Location: Sunday, July 14, 16:10–18:00, Room 104

Welcome & Opening by the workshop organisers
Dennis Wilson, Roman Kalkreuth, Giorgia Nadizar, Eric Medvet, Yuri Lavinas, Alberto Tonda,
Giovanni Squillero

16:10

Evolutionary Optimization of Model Merging Recipes (invited talk)
Takuya Akiba

16:20

Evolutionary Robustness (invited talk)
William B. Langdon

16:50

Byron: A Fuzzer for Turing-complete Test Programs
Marco Sacchet, Dimitri Masetta, Giovanni Squillero, Alberto Tonda

17:20

Directed Acyclic Program Graph Applied to Supervised Classification
Thibaut Bellanger, Matthieu Le Berre, Manuel Clergue, Jin-Kao Hao

17:30

On Search Trajectory Networks for Graph Genetic Programming
Camilo De La Torre, Sylvain Cussat-Blanc, Dennis Wilson, Yuri Lavinas

17:40

Minimizing the EXA-GP Graph-Based Genetic Programming Algorithm for Interpretable Time Series
Forecasting
Jared Murphy, Travis Desell

17:50

IAM – 9th Workshop on Industrial Applications of Metaheuristics

Organizers: Silvino Fernández Alzueta, Arcelormittal; Pablo Valledor Pellicer, ArcelorMittal Global R&D;
Thomas Stützle, Université Libre de Bruxelles

Time / Location: Monday, July 15, 14:00–15:50 and 16:10–18:00, Room 103

Session 1: 14:00–15:50

Welcome & Opening by the workshop organisers
Silvino Fernández Alzueta, Pablo Valledor Pellicer, Thomas Stützle

14:00

On Constructing Algorithm Portfolios in Algorithm Selection for Computationally Expensive Black-
box Optimization in the Fixed-budget Setting
Takushi Yoshikawa, Ryoji Tanabe

14:10
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Reducing Energy Consumption in Electronic Component Manufacturing through Large
Neighborhood Search
Francesca Da Ros, Luca Di Gaspero, Marie-Louise Lackner, Nysret Musliu

14:35

Assessing PV Integration with Evolutionary Algorithms: Insights from the 2024 Competition on
Evolutionary Computation in the Energy Domain
Fernando Lezama, José Almeida, João Soares, Zita Vale, Wenlei Bai, Kwang Y. Lee, Wen Zhang

15:00

A Matheuristic Algorithm to Optimise Multi-Objective Production Scheduling in a Manufacturing
Plant with Fluctuating Raw Material Supplies
Abtin Nourmohammadzadeh, Stefan Voß

15:25

Session 2: 16:10–18:00

Modular Optimization Framework for Mixed Expensive and Inexpensive Real-World Problems
Roy de Winter, Thomas Bäck, Niki van Stein

16:10

A Bi-Level Approach to Vehicle Fleet Reduction: Successful Case Study in Community Healthcare
Alexander Edward Ian Brownlee, Sarah Louise Thomson, Rachael Oladapo

16:35

Improving the Efficiency Of Genetic Programming for Classification Tasks Using a Phased Approach
Darren M. Chitty

17:00

Advancing Project Management: Integrating Material Delivery in Multi-Contractor Multi-Mode
RCPSP
Anastasiia Filatova, Ivan Perov, Egor Timoschak, Stanislav Batalenkov, Mikhail Kovalchuk, Denis
Nasonov

17:15

Structural Optimization with Isogeometric Representation using an Evolutionary Approach
Subodh Kalia, Nikhil Padhye, Chilukuri Mohan

17:30

Efficient Scheduling of GECCO Conferences using Hyper-heuristic Algorithms
Ahmed Kheiri, Yaroslav Pylyavskyy, Peter Jacko

17:45

IWERL – 27th International Workshop on Evolutionary Rule-based Machine Learning

Organizers: Abubakar Siddique, Wellington Institute of Technology; Michael Heider, Universität Augsburg;
Muhammad Iqbal, Higher Colleges of Technology; Hiroki Shiraishi, Yokohama National University

Time / Location: Sunday, July 14, 14:00–15:50 and 16:10–18:00, Room 101

Session 1: 14:00–15:50

Welcome & Opening by the workshop organizers
Abubakar Siddique, Michael Heider, Muhammad Iqbal, Hiroki Shiraishi

14:00

ERBML Intro 14:10

Learning and Processing Events in Context
Martin Volker Butz

14:20

XCS: Is Covering All You Need?
Connor Schönberner, Sven Tomforde

15:00

XCS with dynamic sized experience replay for memory constrained applications
Anmol Prakash Surhonne, Manuel Wensauer, Florian Maurer, Thomas Wild, Andreas Herkersdorf

15:25
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Session 2: 16:10–18:00

Learning Classifier Systems as a Solver for the Abstraction and Reasoning Corpus
Cameron Arden Coombe, David Howard, Will Browne

16:10

A Survey on Learning Classifier Systems from 2022 to 2024
Abubakar Siddique, Michael Heider, Muhammad Iqbal, Hiroki Shiraishi

16:35

A Closer Look at Length-niching Selection and Spatial Crossover in Variable-length Evolutionary
Rule Set Learning
David Pätzel, Richard Nordsieck, Jörg Hähner

17:00

Panel Discussion 17:25

Closing Remarks 17:55

LAHS – Landscape-Aware Heuristic Search

Organizers: Sarah L. Thomson, University of Stirling; Nadarajen Veerapen, Université de Lille; Katherine Malan,
University of South Africa; Arnaud Liefooghe, University of Littoral; Sébastien Verel, Univ. Littoral
Côte d’Opale; Gabriela Ochoa, University of Stirling

Time / Location: Monday, July 15, 08:30–10:20, Room 104

Welcome & Opening by the workshop organisers
Sarah Thomson, Arnaud Liefooghe, Nadarajen Veerapen, Sebastien Verel

08:30

Analyzing Violation Landscapes Using Different Definitions of Constraint Violation
Yusuke Yasuda, Kenichi Tamura, Keiichiro Yasuda

08:35

Some Open Problems in Landscape Analysis (invited talk)
Marcus Gallagher

08:55

Panel discussion 09:55

LLMfwEC – Large Language Models for and with Evolutionary Computation Workshop

Organizers: Erik Hemberg, MIT, CSAIL; Roman Senkerik, Tomas Bata University in Zlin; Joel Lehman, IT
University of Copenhagen; Una-May O’Reilly, MIT; Pier Luca Lanzi, Politecnico di Milano; Michal
Pluhacek, Tomas Bata University in Zlin; Tome Eftimov, Jožef Stefan Institute

Time / Location: Monday, July 15, 10:40–12:30, Room 101

Welcome & Opening by the workshop organisers
Erik Hemberg, Roman Senkerik, Joel Lehman, Pier Luca Lanzi, Michal Pluhacek

10:40

LLM Fault Localisation within Evolutionary Computation Based Automated Program Repair
Sardar Mehtab Bin Murtaza, Aidan McCoy, Zhiyuan Ren, Aidan Murphy, Wolfgang Banzhaf

10:45

Comparing Large Language Models and Grammatical Evolution for Code Generation
Leonardo Lucio Custode, Chiara Camilla Migliore Rambaldi, Marco Roveri, Giovanni Iacca

11:00
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L-AutoDA: Large Language Models for Automatically Evolving Decision-based Adversarial Attacks
Ping Guo, Fei Liu, Xi Lin, Qingchuan Zhao, Qingfu Zhang

11:15

An investigation on the use of Large Language Models for hyperparameter tuning in Evolutionary
Algorithms
Leonardo Lucio Custode, Fabio Caraffini, Anil Yaman, Giovanni Iacca

11:30

A Critical Examination of Large Language Model Capabilities in Iteratively Refining Differential
Evolution Algorithm
Michal Pluhacek, Jozef Kovac, Peter Janku, Tomas Kadavy, Roman Senkerik, Adam Viktorin

11:45

Panel discussion
Una-May O’Reilly

12:00

Goodbye & Closing by the workshop organizers 12:25

NEWK – Neuroevolution at work

Organizers: Ernesto Tarantino, ICAR-CNR; De Falco Ivanoe, ICAR-CNR; Antonio Della Cioppa, University
of Salerno; Edgar Galvan, Maynooth University; Scafuri Umberto, ICAR-CNR; Mengjie Zhang,
Victoria University of Wellington

Time / Location: Monday, July 15, 16:10–19:00, Room 104

Welcome & Opening by the workshop organizers 16:10

Eventually, all you need is a simple evolutionary algorithm (for neuroevolution of continuous
control policies)
Michel El Saliby, Giorgia Nadizar, Erica Salvato, Eric Medvet

16:15

ACO-Pruning for Deep Neural Networks: A Case Study in CNNs
Renato Sellaro Dorighello, Myriam Regattieri Delgado, Ricardo Lüders, Daniel Fernando Pigatto

16:35

Improving Concordance Index in Regression-based Survival Analysis: Evolutionary Discovery of
Loss Function for Neural Networks
Mohammed Ghaith Altarabichi, Abdallah Alabdallah, Sepideh Pashami, Thorsteinn Rögnvaldsson,
Sławomir Nowaczyk, Mattias Ohlsson

16:55

Exploring the Search Space of Neural Network Combinations obtained with Efficient Model Stitching
Arthur Guijt, Dirk Thierens, Tanja Alderliesten, Peter A.N. Bosman

17:15

The Effect of Training Schedules on Morphological Robustness and Generalization
Edoardo Barba, Anil Yaman, Giovanni Iacca

17:35

Investigating Hyperparameter Optimization and Transferability for ES-HyperNEAT: A TPE Approach
Romain Claret, Michael O’Neill, Paul Cotofrei, Kilian Stoffel

17:55

Enabling An Informed Contextual Multi-Armed Bandit Framework For Stock Trading With
Neuroevolution
Devroop Kar, Zimeng Lyu, Alexander G. Ororbia, Travis Desell, Daniel Krutz

18:15

Efficacy of using a dynamic length representation vs. a fixed-length for neuroarchitecture search
Mark Coleti, Chathika Gunaratne, Steven Young, Swetha Varadarajan, Robert Patton, Tom Potok

18:35

Closing by the workshop organizers 18:55
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QuantOpt – Quantum Optimization

Organizers: Alberto Moraglio, University of Exeter; Mayowa Ayodele, D-wave Quantum Inc; Francisco Chicano,
University of Malaga; Ofer Shir, Tel-Hai College and Migal Institute; Lee Spector, Amherst College,
Hampshire College, University of Massachusetts; Matthieu Parizy, Fujitsu Limited; Markus Wagner,
Monash University

Time / Location: Monday, July 15, 08:30–10:20 and 10:40–12:30, Room 107

Session 1: 08:30–10:20

Welcome & Opening by the workshop organisers
Alberto Moraglio, Mayowa Ayodele, Francisco Chicano, Ofer Shir, Lee Spector, Matthieu Parizy,
Markus Wagner

08:30

Optimization Applications of D-Wave’s Quantum Computing Technology (invited keynote)
Catherine Potts

08:35

A Simple QUBO Formulation of Sudoku
Sascha Mücke

09:20

Solving the Turbine Balancing Problem using Quantum Annealing
Arnold Unterauer, David Bucher, Matthias Knoll, Constantin Economides, Michael Lachner,
Thomas Germain, Moritz Kessel, Smajo Hajdinovic, Jonas Stein

09:35

A3TUM: Automated Tabu Tenure Tuning by Unique Move for Quadratic Unconstrained Binary
Optimization
Masahiko Sugimura, Matthieu Parizy

09:50

Benchmarks for Digital Annealer with Quadratic Constrained Binary Optimization Problems
Hiroaki Kameyama, Yutaka Takita, Matthieu Parizy

10:05

Session 2: 10:40–12:30

Modeling stochastic eye tracking data: A comparison of quantum generative adversarial networks
and Markov models
Shailendra Bhandari, Pedro Lencastre, Pedro Lind

10:40

On Solving the Capacitated Vehicle Routing Problem with Time Windows using Quantum Annealing
Axel Vargas, Pradyumn Shukla, Richard Allmendinger, Andreas Jaeger

10:55

Enhanced QUBO Formulations for The Flow Shop Scheduling Problem
Yousra Farhani, Malak Saiem, Taha Arbaoui, Faicel Hnaien

11:10

Using an Evolutionary Algorithm to Create (MAX)-3SAT QUBOs
Sebastian Zielinski, Maximilian Zorn, Thomas Gabor, Sebastian Feld, Claudia Linnhoff-Popien

11:25

Harnessing Inferior Solutions For Superior Outcomes: Obtaining Robust Solutions From Quantum
Algorithms
Pascal Halffmann, Michael Trebing, Steve Lenk

11:40

Panel discussion 11:55
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SAEOpt – Workshop on Surrogate-Assisted Evolutionary Optimisation

Organizers: Alma Rahat, Swansea University; Richard Everson, University of Exeter; Jonathan Fieldsend,
University of Exeter; Handing Wang, Xidian University; Yaochu Jin, Bielefeld University; Tinkle
Chugh, University of Exeter

Time / Location: Monday, July 15, 08:30–10:20, Room 111

Welcome & Opening by the workshop organisers
Alma Rahat, Richard Everson, Jonathan Fieldsend, Yaochu Jin, Handing Wang, Tinkle Chug, Richard
Allmendinger

08:30

Computationally Expensive Optimization Problems: Challenges and Some Recent Developments
(Keynote + Q&A)
Tapabrata Ray

08:35

Towards Solving Expensive Optimization Problems with Heterogeneous Constraint Costs
Kamrul Rahi, Hemant Singh, Tapabrata Ray

09:35

Empirical Study of Surrogate Model Assisting JADE: Relation Between the Model Accuracy and the
Optimization Efficiency
Konrad Krawczyk, Jarosław Arabas

10:00

SWINGA – Swarm Intelligence Algorithms: Foundations, Perspectives and Challenges

Organizers: Roman Senkerik, Tomas Bata University in Zlin; Ivan Zelinka, VSB Technical University of Ostrava;
Pavel Kromer, VSB Technical University of Ostrava; Swagatam Das, Indian Statistical Institute

Time / Location: Sunday, July 14, 08:30–10:20, Room 101

Welcome & Opening by the workshop organizers
Roman Senkerik, Pavel Kromer

08:30

Using LLM for Automatic Evolvement of Metaheuristics from Swarm Algorithm SOMA
Michal Pluhacek, Jozef Kovac, Adam Viktorin, Peter Janku, Tomas Kadavy, Roman Senkerik

08:35

A Critical Analysis of Raven Roost Optimization
Martijn Halsema, Diederick Vermetten, Thomas Bäck, Niki Van Stein

09:10

Visualising Found Solutions and Measures for Dynamic Multi-objective Optimisation
Marde Helbig

09:30

Solving QUBO with MOPSO and Decomposition
Kojiro Noborio, Noriyuki Fujimoto

09:50

Discussion and closing words from Organizers 10:10
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SymReg – Symbolic Regression

Organizers: Gabriel Kronberger, University of Applied Sciences Upper Austria; William La Cava, Harvard,
Boston Children’s Hospital; Steven Gustafson, Noonum, Inc

Time / Location: Monday, July 15, 16:10–18:00, Room 107

Welcome & Opening by the workshop organizers
Fabricio Olivetti De Franca, Gabriel Kronberger, William La Cava, Steven Gustavson

16:10

Characterising the Double Descent of Symbolic Regression
Grant Dick, Caitlin A. Owen

16:15

Deep Symbolic Optimization for Combinatorial Optimization: Accelerating Node Selection by
Discovering Potential Heuristics
Hongyu Liu, Haoyang Liu, Yufei Kuang, Jie Wang, Bin Li

16:35

Interactive Symbolic Regression - A Study on Noise Sensitivity and Extrapolation Accuracy
Sanjith Raghav S, Tejesh Kumar S, Rishiikesh B, Sanjay M, Shunmuga Velayutham C

16:55

Accelerating GP Genome Evaluation Through Real Compilation with a Multiple Program Single
Data Approach
Vinícius Veloso de Melo, Wolfgang Banzhaf, Giovanni Iacca

17:15

Comparing Methods for Estimating Marginal Likelihood in Symbolic Regression
Patrick Leser, Geoffrey Bomarito, Gabriel Kronberger, Fabrício Olivetti de França

17:35

Closing 17:55

Student – Student Workshop

Organizers: Amir H. Gandomi, University of Technology Sydney; Ying Bi, Victoria University of Wellington

Time / Location: Monday, July 15, 10:40–12:30 and 14:00–15:50, Room 112

(Best Paper nominees are marked ⋆)

Session 1: 10:40–12:30

Welcome & Opening by the workshop organisers
Amirhossein Gandomi

10:40

Practical EC: Solving Real-World Problems
Amirhossein Gandomi

10:45

Balancing human livability and bumblebee population in urban green areas via Agent-Based Model
and Evolutionary Algorithms⋆

Chiara Camilla Migliore Rambaldi, Omar Rota Stabelli, Giovanni Iacca

11:20

Evolutionary image vectorization with variable curve number
Egor Bazhenov, Ivan Jarsky, Valeria Efimova, Sergey Muravyov

11:40
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A novel unsupervised segmentation approach for brain computed tomography employing
hyperparameter optimization
Paulo Victor dos Santos, Marcella Scoczynski, Solange Amorim Nogueira, Rafael Maffei Loureiro,
Cristhiane Gonçalves, Wesley Pacheco Calixto

12:00

SAIS: A Novel Bio-Inspired Artificial Immune System Based on Symbiotic Paradigm
Junhao Song, Yingfang Yuan, Wei Pang

12:20

Session 2: 14:00–15:50

Shadow Gene Guidance: A Novel Approach for Elevating Genetic Programming Classifications and
Boosting Predictive Confidence
Hassan Gharoun, Mohammad Sadegh Khorshidi, Navid Yazdanjue, Fang Chen, Amir H. Gandomi

14:00

Enhancing Classification Through Multi-view Synthesis in Multi-Population Ensemble Genetic
Programming
Mohammad Sadegh Khorshidi, Navid Yazdanjue, Hassan Gharoun, Danial Yazdani, Mohammad
Reza Nikoo, Fang Chen, Amir H. Gandomi

14:20

Evolving Quantum Logic Gate Circuits in Qiskit⋆

Thomas Robert Newbold, Alberto Moraglio
14:40

TextNet: An Neural Architecture Search Method based on Rapid Text Processing Network Structure
Analysis⋆

Siyuan Chen, Wei Fang, Shuwei Zhu

15:00

Genetic Programming for the Reconstruction of Delay Differential Equations in Economics
Teresa Tonelli, Gloria Pietropolli, Gabriele Sbaiz, Luca Manzoni

15:20

Is greed still good in multi-objective Bayesian optimisation?
Frederico Leite Richardson, George De Ath, Tinkle Chugh

15:40
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Late-breaking Abstracts

Organizers: Justyna Petke, Will N. Browne

Time / Location: LBAs will be presented during poster sessions
• Tuesday, July 16, 18:20–22:00
• Wednesday, July 17, 08:00–09:20

Genetic Algorithm-Based Optimization ofWeighted Voting in Ensemble Models for Time Signature Detection
Jeremiah Oluwagbemi Abimbola, Daniel Kostrzewa, Pawel Kasprowski

Bi-objective approach for lot-sizing problem in cold rolling production planning
Weiyan Jia, Lixin Tang, Yang Yang, Yun Dong

A decision space variable topology feature visualization and clustering method for Dynamic Multi-objective
Optimization

Min Chen, Yanyan Zhang

Towards Target Derivatives-Enhanced Continued Fraction Regression
Guillaume Briffoteaux, Andrew Ciezak, Pablo Moscato

Exploring the Improvement of Evolutionary Computation via Large Language Models
Jinyu Cai, Jinglue Xu, Jialong Li, Takuto Yamauchi, Hitoshi Iba, Kenji Tei

Joint Entropy Enhanced Multi-objective Bayesian Optimization for Graph Pruning
Weiwei Zhang, Meiling Xu, Lixin Tang

Enhancing Graph Cut Search through a Surrogate-Assisted Genetic Algorithm with Edge-Based Encoding
Seo-Ah Yu, Yong-Hyuk Kim

A Memetic Algorithm for Deployment of Search and Rescue Units
Seung-Yeol Hong, Yong-Hyuk Kim

Evolving Potential Fields for Rules of the Road Compliant Ship Driving
Korben DiArchangel, Liam Francisco, Jude Koenig, Sushil J. Louis

Trackable Island-model Genetic Algorithms at Wafer Scale
Matthew Andres Moreno, Connor Yang, Emily Dolson, Luis Zaman

Parallel Co-Evolutionary Algorithm and Implementation on CPU-GPU Multicore
Zhuoran Sun, Ying Ying Liu, Parimala Thulasiraman, Ruppa K. Thulasiram

Online Feature Subset Selection in Streaming Features by Parallel Evolutionary Algorithms
Yelleti Vivek, Vadlamani Ravi, P. Radha Krishna

Energy Consumption Analysis of Batch Runs of Evolutionary Algorithms
Carlos Cotta, Jesús Martínez-Cruz

Exploring the use of fitness landscape analysis for understanding malware evolution
Kehinde Babaagba, Ritwik Murali, Sarah L. Thomson

Generalization of the Heavy-Tailed Mutation in the (1+ (λ,λ)) Genetic Algorithm
Anton V. Eremeev, Valentin A. Topchii

Navigating the Aisles: Evolutionary Algorithms for Supermarket Evacuation Planning
Carlos Cotta
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Utilising Quantum Hybrid Solver for Bi-objective Quadratic Assignment Problems
Mayowa Ayodele

Coupling Temporal Convolutional Networks with Anomaly Detection and CMA-ES for the Electricity Price
Forecasting

Bogdan Ruszczak

The Easiest Hard Problem: Now Even Easier
Ruben Horn, Sarah L. Thomson, Daan van den Berg, Pieter Adriaans

Enhancing Anomaly Detection in Automated Guided Vehicles through Feature Weight Optimization
Pawel Benecki, Daniel Kostrzewa, Piotr Grzesik, Bohdan Shubyn, Dariusz Mrozek

Bayesian Optimization with Setup Switching Cost
Stefan Pricopie, Richard Allmendinger, Manuel Lopez-Ibanez, Clyde Fare, Matt Benatan, Joshua Knowles

Surrogate Modeling in Efficient Evolutionary Multiobjective Clustering Algorithm
Nan Sun, Shuwei Zhu

Modeling and Optimization of Energy Consumption in Data-driven Factory Air Conditioning System
Ning Sun, Shuwei Zhu
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Women+@GECCO

Organizers: Bing Xue, Victoria University of Wellington
Aldeida Aleti, Monash University

Time / Location: Sunday, July 14, 18:10–20:10, Room 103

The Women+@GECCO workshop series started in 2013 as a venue in which accomplished women researchers
welcome and support other women in evolutionary computation (EC). Over the years, the workshop has become
a venue where students and junior researchers from different under-represented cohorts in EC interact in an
informal setting with established women researchers and the general GECCO community, to share our experience
as researchers and discuss various issues related to fostering and balancing one’s professional and social life, as well
as on inserting oneself in the EC community.

The workshop plays an important role at GECCO and, particularly in years that are challenging our professional and
personal life, the Women+@GECCO workshop will have a hybrid format as an instance to connect ourselves as a
community.

Panel Discussion:

Giorgia Nadizar, University of Trieste

Giorgia Nadizar is a third-year Ph.D. student in Applied Data Science and Artificial
Intelligence at the University of Trieste. Her research interests lie at the intersection of
embodied AI and explainable/interpretable AI, focusing on developing robotic controllers
that are both effective and directly human intelligible.

Throughout her academic journey, she has gained experience in multiple research
environments, like the Centrum Wiskunde & Informatica in Amsterdam, the ISAE-Supaero
in Toulouse, and the Massachusetts Institute of Technology (MIT) in the USA.

Emma Hart, Edinburgh Napier University

Prof. Hart gained a 1st Class Honours Degree in Chemistry from the University of Oxford
in 1990, followed by an MSc in Artificial Intelligence from the University of Edinburgh.
Her PhD, also from the University of Edinburgh, explored the use of immunology as an
inspiration for computing, examining a range of techniques applied to optimisation and
data classification problems. She moved to Edinburgh Napier University in 2000 as a lecturer,
and was promoted to a Chair in 2008 where she leads a group in Nature-Inspired Intelligent
Systems, specialising in optimisation and learning algorithms applied in domains that
range from combinatorial optimisation to robotics. Her current interests lie mainly at the
intersection of evolutionary algorithms and machine-learning, in developing algorithms
that are capable of learning/improving over time or learning from experience. This has

applications in a range of combinatorial and continuous domains, as well as in robotics.

She is very active in the EC community worldwide. She was appointed as Editor-in-Chief of Evolutionary
Computation (MIT Press) in 2017-2023 and is currently Vice-Chair of ACM SIGEVO. She was General Chair of
PPSN 2016, and has acted a Track Chair at GECCO for several years. In 2025, she will be Chair ofEvoApplication
(Evo*) to be held in Trieste. She has been invited to give keynotes at major international conferences including
EANN 2024, EA 2022, CLAIO 2020, IEEE CEC 2019, EURO 2016 and UKCI 2015.
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She has a sustained track record of obtaining funding from the EU, EPSRC and of engaging with industry via
Knowledge Transfer projects and consultancy. She participates enthusiastically in public-engagement activity, e.g.
Pint of Science. Her work in evolutionary robotics has attracted significant media attention, e.g. in New Scientist,
the Guardian, Telegraph and the Conversation. In 2021, she gave a TED Talk on Evolutionary Robotics, available
online here https://tinyurl.com/2cns43zz

In 2022, she was elected as a Fellow of the Royal Society of Edinburgh for her contributions to Computer Science. In
2023, she was awarded the ACM SIGEVO Award for Outstanding Achievement in Evolutionary Computation.

Gabriela Ochoa, University of Stirling

Gabriela Ochoa is a Professor of Computing Science at the University of Stirling in Scotland,
UK. Her research lies in the foundations and methods of evolutionary algorithms and
metaheuristics, with an emphasis on fitness landscape analysis, autonomous search, and
cross-discipline applications in healthcare and the environment. She holds a PhD from the
University of Sussex, UK, and has worked at the University Simon Bolivar, Venezuela, and
the University of Nottingham, UK, before joining Stirling. Her Google Scholar h-index is
44 and her publications have gathered over 9,000 citations. Her work has been recognised
with 7 best-paper awards and 10 other nominations in leading evolutionary computation
conferences. Many of these articles are related to Local Optima Networks (LONs) and Search

Trajectory Networks (STNs), models she has developed. She has been active in organisation and editorial roles in
venues such as the Genetic and Evolutionary Computation Conference (GECCO), Parallel Problem Solving from
Nature (PPSN), the Evolutionary Computation Journal (ECJ) and the ACM Transactions on Evolutionary Learning
and Optimisation (TELO). She is a member of the executive boards of both the ACM interest group in evolutionary
computation (SIGEVO) and the SPECIES society. She edits the SIGEVOlution newsletter. In 2020, she was recognised
by the leading European event on bio-inspired algorithms, EvoStar, for her outstanding contributions to the field.

https://tinyurl.com/2cns43zz




Humies, Competitions,
Evolutionary Computation in Practice,
and Job Market



56 Humies, Competitions, Evolutionary Computation in Practice, and Job Market

21st Human-Competitive Results Awards Competition (“Humies”)
Final Presentations at GECCO 2024 in Melbourne,

Wednesday, July 17, 2024, 16:30–18:00, in Room 105 & 106.

Techniques of genetic and evolutionary computation are being increasingly applied to difficult real-world problems
— often yielding results that are not merely academically interesting, but competitive with the work done by creative
and inventive humans. Starting at the Genetic and Evolutionary Computation Conference (GECCO) in 2004, cash
prizes have been awarded for human-competitive results that had been produced by some form of genetic and
evolutionary computation in the previous year.

This prize competition is based on published results. The publication must be a refereed publication in the open
literature (e.g., the GECCO conference, any another reviewed conference or workshop, journal, or chapter in edited
book). Submission of more than one entry by a single person or team is allowed.

The rules under which the Humies operate are given on the Humies website, www.human-competitive.org, and
all of this year’s entries are listed there, as well. Entries for this year are closed and eight finalists have been chosen
from among 16 entries. Please attend the final presentation session either virtually or in person.

Website https://www.human-competitive.org/

Judging Panel

• Erik Goodman

• Una-May O’Reilly

• Wolfgang Banzhaf

• Darrell Whitley

• Lee Spector

• Stephanie Forrest

Publicity Chair William Langdon

Schedule for Humies:

Freeform generative design of complex functional structures
Gerald Pereira, David Howard, Paulus Lahur, Michael Breedon, Phil Kilby, Christian Hornung

16:30

Macro Placement by Wire-Mask-Guided Black-Box Optimization
Yunqi Shi, Ke Xue, Lei Song, Chao Qian

16:40

Parallel multi-objective optimization for expensive and inexpensive objectives and constraints
Roy de Winter, Bas Milatz, Julian Blank, Niki van Stein, Thomas Bäck, Kalyanmoy Deb

16:50

www.human-competitive.org
https://www.human-competitive.org/
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Learning Traffic Signal Control via Genetic Programming
Xziao-Cheng Liao, Yi Mei, Mengjie Zhang

17:00

An evolutionary parsimonious approach to estimate daily reference evapotranspiration
Francisco Javier Ruiz Ortega, Eddie Clemente, Alicia Martínez Rebollar, José Jassón Flores Prieto

17:10

Evolutionary design of explainable algorithms for biomedical image segmentation
Kévin Cortacero, Brienne McKenzie, Sabina Müller, Roxana Khazen, Fanny Lafouresse, Gaëlle
Corsaut, Nathalie Van Acker, François-Xavier Frenois, Laurence Lamant, Nicolas Meyer, Béatrice
Vergier, Dennis G. Wilson, Hervé Luga, Oskar Staufer, Michael L. Dustin, Salvatore Valitutti, Sylvain
Cussat-Blanc

17:20

Evolution of Heuristics: Towards Efficient Automatic Algorithm Design Using Large Language Model
Fei Liu, Xialiang Tong, Mingxuan Yuan, Xi Lin, Fu Luo, Zhenkun Wang, Zhichao Lu, Qingfu Zhang

17:30

From Pixels to Metal: AI-Empowered Numismatic Art
Penousal Machado, Tiago Martins, João Correia, Luis Espirito Santo, NunoLourenço, João Miguel
Cunha, Sérgio Rebelo

17:40
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Competitions

Organizers: Hemant Kumar Singh, University of New South Wales

Time / Location: Wednesday, July 17, 11:00–12:30 and 02:30–03:45, Room 105 & 106

Session 1: 11:00–12:30

Numerical Global Optimization Competition on GNBG-generated Test Suite
Amir H. Gandomi, Kalyanmoy Deb, Danial Yazdani, Rohit Salgotra, Mohammad Nabi Omidvar

11:00

Machine Learning for Evolutionary Computation - Solving the Vehicle Routing Problems (ML4VRP)
Rong Qu, Nelishia Pillay, Weiyao Meng

11:15

DynStack Competition - Dynamic Stacking Optimization in Uncertain Environments
Johannes Karder, Sebastian Leitner, Bernhard Werth, Stefan Wagner

11:30

SpOC: Space Optimisation Competition
Max Bannach, Emmanuel Blazquez, Dario Izzo

11:45

Travelling Thief Problem Competition
Adriano Rodrigues Figueiredo Torres, Markus Wagner

12:00

Evolutionary Submodular Optimisation
Aneta Neumann, Saba Sadeghi Ahouei, Diederick Vermetten, Jacob de Nobel, Thomas Bäck

12:15

Session 3: 14:30–16:00

Interpretable Control Competition
Giorgia Nadizar, Luigi Rovito, Dennis G. Wilson, Eric Medvet

14:30

Benchmarking Niching Methods for Multimodal Optimization
Ali Ahrari, Jonathan Fieldsend, Mike Preuss, Xiaodong Li, Michael G. Epitropakis

14:45

AbstractSwarm Multi-Agent Logistics Competition
Daan Apeldoorn, Alexander Dockhorn, Torsten Panholzer

15:00

Evolutionary Computation in the Energy Domain: Optimal PV System Allocation
Joao Soares, Fernando Lezama, José Almeida, Wenlei Bai, Thomas Bäck, Zita Vale

15:15

Automated Design Competition
Maciej Komosinski, Konrad Miazga, Agnieszka Mensfelt

15:30

Anytime Algorithms for Many-affine BBOB Functions
Diederick Vermetten, Konstantin Dietrich, Pascal Kerschke, Carola Doerr

15:45
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Competition Posters: To be presented during the Poster Sessions

Key Strategies for Optimal PV System Allocation
Rui Qi, Ya-Hui Jia

A Reinforcement Learning-Assisted Evolutionary Computing Approach to Capacitated Vehicle Routing with
Time Windows

Muhammad Irtiza, Rudri Kalaria, A. S. M. Kayes

Alimentation Deep Multiple Optimal Ant Colony Optimization to solve Vehicle Routing Problem with Time
Windows

Minh Hieu Ha, Hung Phan, Duc Chinh Tran, Duc Cuong Van, Van Tung Dao, Huynh Thi Thanh Binh

AbstractSwarm Multi-Agent Logistics Competition: Multi-Agent Collaboration for Improving A Priori Unknown
Logistics Scenarios

Daan Apeldoorn, Alexander Dockhorn, Torsten Panholzer

Experimental Setup for GECCO 2024 Competition on Benchmarking Niching Methods for Multimodal Optimiza-
tion

Ali Ahrari, Jonathan E. Fieldsend, Mike Preuss, Xiaodong Li, Michael G. Epitropakis
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Evolutionary Computation in Practice (ECiP)

Organizers: Thomas Bartz-Beielstein, IDE+A, TH Köln
Richard Schulz, IDE+A, TH Köln
Danial Yazdani, University of Technology Sydney

Time / Location: Tuesday, July 16, 11:00–12:40, in Room 105 & 106

In the Evolutionary Computation in Practice (ECiP) track, well-known speakers with outstanding reputation in
academia and industry present background and insider information on how to establish reliable cooperation with
industrial partners. They actually run companies or are involved in cooperation between academia and industry.

If you attend, you will learn multiple ways to extend EC practice beyond the approaches found in textbooks. Experts
in real-world optimization with decades of experience share their approaches to creating successful projects for
real-world clients. Some of what they do is based on sound project management principles, and some is specific to
our type of optimization projects. If you are working in academia and are interested in managing industrial projects,
you will receive valuable hints for your own research projects.

In 2024, ECiP will be a hybrid event. We will do our best to enable opportunities for establishing contacts among
participants.

For more detailed information, please visit: https://www.spotseven.de/spot/july-17-2024-hybrid/

Schedule for ECiP:

The Randomised Optimisation Algorithms Research Network: Objectives and Opportunities
Carlos M. Fonseca, Bogdan Filipič

11:00

Six million compute minutes solving billion dollar problems – a successful GA deployed industrially
Simon Ratcliffe

11:25

Automated Machine Learning
Steffen Limmer

11:50

Simplifying Hyperparameter Tuning for Industrial Applications with spotPython: Examples from
PyTorch, Scikit-Learn, and River
Thomas Bartz-Beielstein

12:15

https://www.spotseven.de/spot/july-17-2024-hybrid/
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Job Market

Organizers: Tea Tušar, Jožef Stefan Institute
Boris Naujoks, Cologne University of Applied Sciences

Time / Location: Tuesday, July 16, 14:30–16:00, in Room 105 & 106

The GECCO Job Market is an event where people offering jobs can advertise open positions and meet with potential
candidates. Any kind of positions are eligible (PhD, Postdoc, Professor, Engineer, etc.) – from the academia as well
as the industry.

The Job Market is organized as a hybrid session during GECCO. After brief presentations of the available positions,
participants have the possibility to join face-to-face meetings in person and on Gather (https://tinyurl.com/
JobMarket2024) for further discussions.

The collection of positions on offer can be found at the SIGEVO web site:
https://sig.sigevo.org/index.html/tiki-index.php?page=Job+Ads+Listing

https://tinyurl.com/JobMarket2024
https://tinyurl.com/JobMarket2024
https://tinyurl.com/JobMarket2024
https://sig.sigevo.org/index.html/tiki-index.php?page=Job+Ads+Listing
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Voting Instructions

Beware: Each GECCO attendee has only one vote and can only vote for a single best paper session. The best paper
session for which to vote can be decided after attending several best paper sessions (see below).

Procedure: There will be one award per “Best Paper” session. Papers competing for the same award are presented
in the same “Best Paper” session. Nominees from small tracks are grouped together into the same session. The
votes are nominative and cannot be delegated to another attendee.

More detailed instructions on the procedure to vote during the online conference will be sent by email to all the
attendees at the start of the conference.

Best Paper Nominations

Complex Systems (CS)

Quality with Just Enough Diversity in Evolutionary Policy Search
Paul Templier, Luca Grillotti, Emmanuel Rachelson, Dennis George Wilson,
Antoine Cully

Tuesday, July 16, 11:40
Room Room 111

Evolutionary Combinatorial Optimization and Metaheuristics (ECOM)

Efficient Multi-Fidelity Neural Architecture Search with Zero-Cost
Proxy-Guided Local Search
Quan Minh Phan, Ngoc Hoang Luong

Wednesday, July 17, 14:30
Room Room 102

Letting a Large Neighborhood Search for an Electric Dial-A-Ride Problem Fly:
On-The-Fly Charging Station Insertion
Maria Bresich, Günther R. Raidl, Steffen Limmer

Wednesday, July 17, 14:50
Room Room 102

Superior Genetic Algorithms for the Target Set Selection Problem Based on
Power-Law Parameter Choices and Simple Greedy Heuristics
Benjamin Doerr, Martin S. Krejca, Nguyen Vu

Wednesday, July 17, 15:10
Room Room 102

Evolutionary Machine Learning (EML)

NEvoFed: A Decentralized Approach to Federated NeuroEvolution of
Heterogeneous Neural Networks
Leonardo Lucio Custode, Ivanoe De Falco, Antonio Della Cioppa, Giovanni
Iacca, Umberto Scafuri

Tuesday, July 16, 14:30
Room Room 103

Survival-LCS: A Rule-Based Machine Learning Approach to Survival Analysis
Alexa A. Woodward, Harsh Bandhey, Jason H. Moore, Ryan J. Urbanowicz

Tuesday, July 16, 14:50
Room Room 103

Informed Diversity Search for Learning in Asymmetric Multiagent Systems
Gaurav Dixit, Kagan Tumer

Tuesday, July 16, 15:10
Room Room 103
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Evolutionary Multiobjective Optimization (EMO)

Analysis of Real-World Constrained Multi-Objective Problems and
Performance Comparison of Multi-Objective Algorithms
Yang Nan, Hisao Ishibuchi, Tianye Shu, Ke Shang

Wednesday, July 17, 11:00
Room Room 101

Enhancing the Convergence Ability of Evolutionary Multi-objective
Optimization Algorithms with Momentum
Longcan Chen, Lie Meng Pang, Qingfu Zhang, Hisao Ishibuchi

Wednesday, July 17, 11:20
Room Room 101

Illustrating the Efficiency of Popular Evolutionary Multi-Objective
Algorithms Using Runtime Analysis
Duc-Cuong Dang, Andre Opris, Dirk Sudholt

Wednesday, July 17, 11:40
Room Room 101

Evolutionary Numerical Optimization (ENUM)

Direct Augmented Lagrangian Evolution Strategies
Jeremy Porter, Dirk V. Arnold

Wednesday, July 17, 14:30
Room Room 108

General Evolutionary Computation and Hybrids (GECH)

Lamarckian Co-design of Soft Robots via Transfer Learning
Kazuaki Harada, Hitoshi Iba

Tuesday, July 16, 15:10
Room Room 108

Genetic Algorithms (GA)

Reinforcing Inter-Class Dependencies in the Asymmetric Island Model
Andrew Festa, Gaurav Dixit, Kagan Tumer

Tuesday, July 16, 17:30
Room Room 108

Genetic Programming (GP)

Learning Traffic Signal Control via Genetic Programming
Xiao-Cheng Liao, Yi Mei, Mengjie Zhang

Tuesday, July 16, 16:30
Room Room 112

Large Language Model-based Test Case Generation for GP Agents
Steven Jorgensen, Giorgia Nadizar, Gloria Pietropolli, Luca Manzoni, Eric
Medvet, Una-May O’Reilly, Erik Hemberg

Tuesday, July 16, 16:50
Room Room 112

Learning for Evolutionary Computation (L4EC)

Learning from Offline and Online Experiences: A Hybrid Adaptive Operator
Selection Framework
Jiyuan Pei, Jialin Liu, Yi Mei

Tuesday, July 16, 12:00
Room Room 111
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Neuroevolution (NE)

Tensorized NeuroEvolution of Augmenting Topologies for GPU Acceleration
Lishuang Wang, Mengfei Zhao, Enyu Liu, Kebin Sun, Ran Cheng

Tuesday, July 16, 15:30
Room Room 108

Real World Applications (RWA)

Multi-Objective Optimization for Large-scale Allocation of Soybean Crops
Mathilde Chen, David Makowski, Alberto Tonda

Tuesday, July 16, 14:30
Room Room 104

Quality Diversity Approaches for Time-Use Optimisation to Improve Health
Outcomes
Adel Nikfarjam, Ty Stanford, Aneta Neumann, Dorothea Dumuid, Frank
Neumann

Tuesday, July 16, 14:50
Room Room 104

Swarm Intelligence (SI)

Markov Chain-based Optimization Time Analysis of Bivalent Ant Colony
Optimization for Sorting and LeadingOnes
Matthias Kergaßner, Oliver Keszocze, Rolf Wanka

Wednesday, July 17, 14:50
Room Room 108

Theory (THEORY)

Evolutionary Computation Meets Graph Drawing: Runtime Analysis for
Crossing Minimisation on Layered Graph Drawings
Jakob Baumann, Ignaz Rutter, Dirk Sudholt

Tuesday, July 16, 16:30
Room Room 108
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EMO 1 Tuesday, July 16, 11:00–12:40, Room Room 101

Chair: Richard Allmendinger, University of Manchester

Transfer Search Directions Among Decomposed Subtasks for Evolutionary Multitasking in
Multiobjective Optimization
Yanchi Li, Wenyin Gong, Qiong Gu

11:00

Performance of NSGA-III on Multi-objective Combinatorial Optimization Problems Heavily
Depends on Its Implementations
Cheng Gong, Yang Nan, Lie Meng Pang, Qingfu Zhang, Hisao Ishibuchi

11:20

Extending Pareto Dominance for Multi-Constraints Satisfaction and Multi-Performance
Enhancement in Constrained Multi-Objective Optimization
Fan Yu, Qun Chen, Jinlong Zhou

11:40

User-Preference Based Evolutionary Algorithms for Solving Multi-Objective Nonlinear Minimum
Cost Flow Problems
Behrooz Ghasemishabankareh, Xiaodong Li, Melih Ozlen

12:00

Tasks Scheduling with Load Balancing in Fog Computing: a Bi-level Multi-Objective Optimization
Approach
Najwa Kouka, Vincenzo Piuri, Pierangela Samarati

12:20

BBSR 1 Tuesday, July 16, 11:00–12:20, Room Room 102

Chair: Anna Kononova, Leiden University

New Tunable Test Problems for Benchmarking Niching Methods for Multimodal Optimization
Ali Ahrari, Jonathan Fieldsend, Mike Preuss, Xiaodong Li, Michael G. Epitropakis

11:00

SDDObench: A Benchmark for Streaming Data-Driven Optimization with Concept Drift
Yuanting Zhong, Xincan Wang, Yuhong Sun, Yue-Jiao Gong

11:20

CGP++ : A Modern C++ Implementation of Cartesian Genetic Programming
Roman Kalkreuth, Thomas Baeck

11:40

Temporal True and Surrogate Fitness Landscape Analysis for Expensive Bi-Objective Optimisation
Cedric Jakob Rodriguez, Sarah L. Thomson, Tanja Alderliesten, Peter A.N. Bosman

12:00

EML 1 Tuesday, July 16, 11:00–12:20, Room Room 103

Chair: Will N. Browne, Queensland University of Technology

Semantically Rich Local Dataset Generation for Explainable AI in Genomics
Pedro Barbosa, Rosina Savisaar, Alcides Fonseca

11:00

Runtime Analysis of Population-based Evolutionary Neural Architecture Search for a Binary
Classification Problem
Zeqiong Lv, Chao Bian, Chao Qian, Yanan Sun

11:20

Towards Multi-Morphology Controllers with Diversity and Knowledge Distillation
Alican Mertan, Nick Cheney

11:40

Nature-inspired Preference Learning Algorithms Using the Choquet Integral
Michał Wójcik, Miłosz Kadziński

12:00
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RWA 1 Tuesday, July 16, 11:00–12:40, Room Room 104

Chair: Carlos Cotta, University of Málaga

Creating Ensembles of Classifiers through UMDA for Aerial Scene Classification
Fabio Augusto Faria, Luiz Henrique Buris, Luis Augusto Pereira, Fabio Augusto Cappabianco

11:00

A Satellite Band Selection Framework for Amazon Forest Deforestation Detection Task
Eduardo Bouhid Neto, Fabio Augusto Faria, Amanda de Almeida Sales de Oliveira, Alvaro Luiz
Fazenda

11:20

Genetic Programming Empowered Feature Construction towards Energy Efficient BVI Wearables
Peijie Xu, Andy Song, Ke Wang

11:40

A Systematic Exploration of Evolutionary Computation for the Design of Hardware-oriented Non-
cryptographic Hash Functions
Mujtaba Hassan, Jo Vliegen, Stjepan Picek, Nele Mentens, Nele Mentens

12:00

Genetic Meta Cipher
Aline Hufschmitt, Patrice Parraud

12:20

NE 1 Tuesday, July 16, 11:00–12:20, Room Room 107

Chair: Jamal Toutouh, Universidad de Málaga, MIT

LLMatic: Neural Architecture Search Via Large Language Models And Quality Diversity Optimization
Muhammad Umair Nasir, Sam Earle, Christopher Cleghorn, Steven James, Julian Togelius

11:00

Efficient Multi-Objective Neural Architecture Search via Pareto Dominance-based Novelty Search
An Vo, Ngoc Hoang Luong

11:20

Structurally Flexible Neural Networks: Evolving the Building Blocks for General Agents
Joachim Winther Pedersen, Erwan Plantec, Eleni Nisioti, Milton Montero, Sebastian Risi

11:40

Evolving Generalist Controllers to Handle a Wide Range of Morphological Variations
Corinna Triebold, Anil Yaman

12:00

GA 1 Tuesday, July 16, 11:00–12:00, Room Room 108

Chair: Peter A.N. Bosman, Centre for Mathematics and Computer Science, Delft University of Technology

What Performance Indicators to Use for Self-Adaptation in Multi-Objective Evolutionary Algorithms
Furong Ye, Frank Neumann, Jacob de Nobel, Aneta Neumann, Thomas Bäck

11:00

Understanding Search Trajectories in Parameter Tuning
María Inés Riveros, Nicolas Rojas-Morales, Elizabeth Montero, Gabriela Ochoa

11:20

The Role of the Substrate in CA-based Evolutionary Algorithms
Gloria Pietropolli, Stefano Nichele, Eric Medvet

11:40

CS + L4EC Tuesday, July 16, 11:00–12:20, Room Room 111

Chair: Emily L. Dolson, Michigan State University
(Best Paper nominees are marked ⋆)

Parametric-Task MAP-Elites
Timothée Anne, Jean-Baptiste Mouret

11:00
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Neuron-centric Hebbian Learning
Andrea Ferigo, Elia Cunegatti, Giovanni Iacca

11:20

Quality with Just Enough Diversity in Evolutionary Policy Search⋆

Paul Templier, Luca Grillotti, Emmanuel Rachelson, Dennis George Wilson, Antoine Cully
11:40

Learning from Offline and Online Experiences: A Hybrid Adaptive Operator Selection Framework⋆

Jiyuan Pei, Jialin Liu, Yi Mei
12:00

GP 1 Tuesday, July 16, 11:00–12:20, Room Room 112

Chair: Ryan Urbanowicz, Cedars-Sinai Medical Center

Searching for a Diversity of Interpretable Graph Control Policies
Giorgia Nadizar, Eric Medvet, Dennis G. Wilson

11:00

Sign Change Detection based Fitness Evaluation for Automatic Implicit Equation Discovery
Jiahao Wen, Junlan Dong, Jinghui Zhong

11:20

Genetic-based Constraint Programming for Resource Constrained Job Scheduling
Su Nguyen, Dhananjay Thiruvady, Yuan Sun, Mengjie Zhang

11:40

Bias-Variance Decomposition: An Effective Tool to Improve Generalization of Genetic Programming-
based Evolutionary Feature Construction for Regression
Hengzhe Zhang, Qi Chen, Bing Xue, Wolfgang Banzhaf, Mengjie Zhang

12:00

EMO 2 Tuesday, July 16, 14:30–16:10, Room Room 101

Chair: Hisao Ishibuchi, Southern University of Science and Technology, Osaka Prefecture University

Innovation Path: Discovering an Ordered Set of Optimized Intermediate Solutions from an Existing
to a Desired Solution
Ahmer Khan, Kalyanmoy Deb

14:30

An Updated Performance Metric for Preference-Based Evolutionary Multi-Objective Optimization
Algorithms
Deepanshu Yadav, Palaniappan Ramu, Kalyanmoy Deb

14:50

Approximating Pareto Local Optimal Solution Networks
Shoichiro Tanaka, Gabriela Ochoa, Arnaud Liefooghe, Keiki Takadama, Hiroyuki Sato

15:10

On the robustness of lexicase selection to contradictory objectives
Shakiba Shahbandegan, Emily Dolson

15:30

A Block-Coordinate Descent EMO Algorithm: Theoretical and Empirical Analysis
Benjamin Doerr, Joshua Knowles, Aneta Neumann, Frank Neumann

15:50

SBSE 1 Tuesday, July 16, 14:30–15:50, Room Room 102

Chair: Markus Wagner, Monash University

Socialz: Multi-Feature Social Fuzz Testing
Francisco Zanartu, Christoph Treude, Markus Wagner

14:30

Search-based Crash Reproduction for Android Apps
Michael Auer, Dominik Diner, Gordon Fraser

14:50
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Search-Based Repair of DNN Controllers of AI-Enabled Cyber-Physical Systems Guided by System-
Level Specifications
Deyun Lyu, Zhenya Zhang, Paolo Arcaini, Fuyuki Ishikawa, Thomas Laurent, Jianjun Zhao

15:10

EML 2 + IMPACT Tuesday, July 16, 14:30–15:50, Room Room 103

Chair: Kai Qin, Swinburne University of Technology
(Best Paper nominees are marked ⋆, SIGEVO Impact paper is marked ⋆⋆)

NEvoFed: A Decentralized Approach to Federated NeuroEvolution of Heterogeneous Neural
Networks⋆

Leonardo Lucio Custode, Ivanoe De Falco, Antonio Della Cioppa, Giovanni Iacca, Umberto Scafuri

14:30

Survival-LCS: A Rule-Based Machine Learning Approach to Survival Analysis⋆

Alexa A. Woodward, Harsh Bandhey, Jason H. Moore, Ryan J. Urbanowicz
14:50

Informed Diversity Search for Learning in Asymmetric Multiagent Systems⋆

Gaurav Dixit, Kagan Tumer
15:10

Multiple regression genetic programming⋆⋆

Ignacio Arnaldo, Krzysztof Krawiec, Una-May O’Reilly
15:30

RWA 2 Tuesday, July 16, 14:30–16:10, Room Room 104

Chair: Bogdan Filipič, Jožef Stefan Institute, Jožef Stefan International Postgraduate School
(Best Paper nominees are marked ⋆)

Multi-Objective Optimization for Large-scale Allocation of Soybean Crops⋆

Mathilde Chen, David Makowski, Alberto Tonda
14:30

Quality Diversity Approaches for Time-Use Optimisation to Improve Health Outcomes⋆

Adel Nikfarjam, Ty Stanford, Aneta Neumann, Dorothea Dumuid, Frank Neumann
14:50

Evolutionary Diversity Optimisation for Sparse Directed Communication Networks
Sharlotte Gounder, Frank Neumann, Aneta Neumann

15:10

Mixed-Variable Correlation-Aware Metaheuristic for Deployment Optimization of 3-D Sensor
Networks
Tongyu Wu, Yuntian Zhang, Changhao Miao, Chen Chen, Shuxin Ding

15:30

An Order-aware Adaptive Iterative Local Search Metaheuristic for Multi-depot UAV Pickup and
Delivery Problem
Xiang-Ling Chen, Xiao-Cheng Liao, Feng-Feng Wei, Wei-Neng Chen

15:50

HOP 1 Tuesday, July 16, 14:30–15:40, Room Room 107

Chair: Marcus Gallagher, University of Queensland

Feature Attribution Explanation Based on Multi-Objective Evolutionary Learning
Ziming Wang, Changwu Huang, Xin Yao

14:30

Hot of the Press: Crossover Can Guarantee Exponential Speed-Ups in Evolutionary Multi-Objective
Optimisation
Andre Opris, Duc-Cuong Dang, Dirk Sudholt

14:40
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Hot off the Press: Parallel Multi-Objective Optimization for Expensive and Inexpensive Objectives
and Constraints
Roy de Winter, Bas Milatz, Julian Blank, Niki van Stein, Thomas Bäck, Kalyanmoy Deb

14:50

Hypervolume-Based Cooperative Coevolution with Two Reference Points for Multi-Objective
Optimization
Lie Meng Pang, Hisao Ishibuchi, Linjun He, Ke Shang, Longcan Chen

15:00

Hot off the Press: Towards Practical Preferential Bayesian Optimization with Skew Gaussian
Processes
Shion Takeno, Masahiro Nomura, Masayuki Karasuyama

15:10

Hot off the Press: Runtime Analysis for the NSGA-II: Proving, Quantifying, and Explaining the
Inefficiency For Many Objectives
Weijie Zheng, Benjamin Doerr

15:20

A Mathematical Runtime Analysis of the Non-dominated Sorting Genetic Algorithm III (NSGA-III)
Simon Wietheger, Benjamin Doerr

15:30

GECH + NE Tuesday, July 16, 14:30–15:50, Room Room 108

Chair: Manuel López-Ibáñez, University of Manchester
(Best Paper nominees are marked ⋆)

A Self-adaptive Coevolutionary Algorithm
Mario Alejandro Hevia Fajardo, Erik Hemberg, Jamal Toutouh, Una-May O’Reilly, Per Kristian Lehre

14:30

Distance-Targeting Mutation Operator for Evolutionary Design of 3D Structures
Maciej Komosinski, Agnieszka Mensfelt

14:50

Lamarckian Co-design of Soft Robots via Transfer Learning⋆

Kazuaki Harada, Hitoshi Iba
15:10

Tensorized NeuroEvolution of Augmenting Topologies for GPU Acceleration⋆

Lishuang Wang, Mengfei Zhao, Enyu Liu, Kebin Sun, Ran Cheng
15:30

CS 2 Tuesday, July 16, 14:30–15:50, Room Room 111

Chair: Dennis Wilson, ISAE-SUPAERO, Université de Toulouse

Learning from Evolution: Improving Collective Decision-Making Mechanisms using Insights from
Evolutionary Robotics
Tanja Katharina Kaiser

14:30

Understanding Fitness Landscapes in Morpho-Evolution via Local Optima Networks
Sarah L. Thomson, Léni K. Le Goff, Emma Hart, Edgar Buchanan

14:50

Integrating Diverse Evolutionary Patterns of Collective Animal Behaviours into a Unified Selfish
Herd Model
Wen-Chi Yang

15:10

Evolving Hierarchical Neural Cellular Automata
Kameron Bielawski, Nate Gaylinn, Cameron Lunn, Kevin Motia, Joshua Bongard

15:30
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THEORY 1 Tuesday, July 16, 14:30–16:10, Room Room 112

Chair: Denis Antipov, University of Adelaide

A Tight O(4k /pc ) Runtime Bound for a (µ+1)GA on Jumpk for Realistic Crossover Probabilities
Andre Opris, Johannes Lengler, Dirk Sudholt

14:30

Guiding Quality Diversity on Monotone Submodular Functions: Customising the Feature Space by
Adding Boolean Conjunctions
Marcus Schmidbauer, Andre Opris, Jakob Bossek, Frank Neumann, Dirk Sudholt

14:50

A Flexible Evolutionary Algorithm with Dynamic Mutation Rate Archive
Martin S. Krejca, Carsten Witt

15:10

Plus Strategies are Exponentially Slower for Planted Optima of Random Height
Johannes Lengler, Leon Schiller, Oliver Sieberling

15:30

Run Time Bounds for Integer-Valued OneMax Functions
Jonathan Gadea Harder, Timo Kötzing, Xiaoyue Li, Aishwarya Radhakrishnan, Janosch Ruff

15:50

ENUM 1 Tuesday, July 16, 16:30–17:50, Room Room 101

Chair: Jialin Liu, Southern University of Science and Technology

RLEMMO: Evolutionary Multimodal Optimization Assisted By Deep Reinforcement Learning
Hongqiao Lian, Zeyuan Ma, Hongshu Guo, Ting Huang, Yue-Jiao Gong

16:30

Density Descent for Diversity Optimization
David H. Lee, Anishalakshmi V. Palaparthi, Matthew C. Fontaine, Bryon Tjanaka, Stefanos Nikolaidis

16:50

Benchmarking Parameter Control Methods in Differential Evolution for Mixed-Integer Black-Box
Optimization
Ryoji Tanabe

17:10

Sign-Averaging Covariance Matrix Adaptation Evolution Strategy
Daiki Morinaga, Youhei Akimoto

17:30

ECOM 1 Tuesday, July 16, 16:30–17:50, Room Room 102

Chair: Carlos M. Fonseca, University of Coimbra

Learning Descriptors for Novelty-Search Based Instance Generation via Meta-evolution
Alejandro Marrero, Eduardo Segredo, Coromoto León, Emma Hart

16:30

Classical Thermodynamics-based Parallel Annealing Algorithm for High-speed and Robust
Combinatorial Optimization
Kyo Kuroki, Satoru Jimbo, Thiem Van Chu, Masato Motomura, Kazushi Kawamura

16:50

Effective 2- and 3-Objective MOEA/D Approaches for the Chance Constrained Knapsack Problem
Ishara Hewa Pathiranage, Frank Neumann, Denis Antipov, Aneta Neumann

17:10

Multi-Objective Evolutionary Algorithm with Sliding Window Selection for the Dynamic Chance-
Constrained Knapsack Problem
Kokila Kasuni Perera, Aneta Neumann

17:30
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EML 3 Tuesday, July 16, 16:30–17:50, Room Room 103

Chair: Penousal Machado, University of Coimbra

Using Bayesian Optimization to Improve Hyperparameter Search in TPOT
Angus Kenny, Tapabrata Ray, Steffen Limmer, Hemant Kumar Singh, Tobias Rodemann, Markus
Olhofer

16:30

EZUAS: Evolutionary Zero-shot U-shape Architecture Search for Medical Image Segmentation
Jiahong Wei, Bing Xue, Mengjie Zhang

16:50

Multi-Objective Evolutionary Hindsight Experience Replay for Robot Manipulation Tasks
Erdi Sayar, Giovanni Iacca, Alois Knoll

17:10

Multi-objective evolutionary GAN for tabular data synthesis
Nian Ran, Bahrul Ilmi Nasution, Claire Little, Richard Allmendinger, Mark Elliot

17:30

RWA 3 Tuesday, July 16, 16:30–18:10, Room Room 104

Chair: Michael Kirley, University of Melbourne

Evolutionary Exploration of Triply Periodic Minimal Surfaces via Quality Diversity
Jordan T. Bishop, Jason Jooste, David Howard

16:30

Multi-Objective Quality-Diversity for Crystal Structure Prediction
Hannah Janmohamed, Marta Wolinska, Shikha Surana, Thomas Pierrot, Aron Walsh, Antoine Cully

16:50

Exploring the Prompt Space of Large Language Models through Evolutionary Sampling
Martina Saletta, Claudio Ferretti

17:10

Cost and Performance Comparison of Holistic Solution Approaches for Complex Supply Chains on
a Novel Linked Problem Benchmark
Akinola Ogunsemi, John McCall, Ciprian Zavoianu, Lee Ashley Christie

17:30

Evolving Molecular Graph Neural Networks with Hierarchical Evaluation Strategy
Yingfang Yuan, Wenjun Wang, Xin Li, Kefan Chen, Yonghan Zhang, Wei Pang

17:50

L4EC 1 Tuesday, July 16, 16:30–17:50, Room Room 105 & 106

Chair: Hao Wang, Leiden University, Leiden Institute of Advanced Computer Science

Deep Neural Crossover
Eliad Shem-Tov, Achiya Elyasaf

16:30

Improving Algorithm-Selectors and Performance-Predictors via Learning Discriminating Training
Samples
Quentin Renau, Emma Hart

16:50

Machine Learning-Enhanced Ant Colony Optimization for Column Generation
Hongjie Xu, Yunzhuang Shen, Yuan Sun, Xiaodong Li

17:10

Accelerate Evolution Strategy by Proximal Policy Optimization
Tao Xu, Hongyang Chen Chen, Jun He

17:30
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HOP 2 Tuesday, July 16, 16:30–17:40, Room Room 107

Chair: Grant Dick, University of Otago, School of Computing

Model-based Gradient Search using the Plackett-Luce model
Valentino Santucci, Josu Ceberio

16:30

Hot off the Press: Runtime Analysis of the SMS-EMOA for Many-Objective Optimization
Weijie Zheng, Benjamin Doerr

16:40

Runtime Analysis of the (µ + 1) GA: Provable Speed-Ups from Strong Drift towards Diverse
Populations
Benjamin Doerr, Aymen Echarghaoui, Mohammed Jamal, Martin S. Krejca

16:50

Exploring the Explainable Aspects and Performance of a Learnable Evolutionary Multiobjective
Optimization Method
Giovanni Misitano

17:00

Enhancing Prediction, Explainability, Inference and Robustness of Decision Trees via Symbolic
Regression-Discovered Splits
Kei Sen Fong, Mehul Motani

17:10

Improving Lexicase Selection with Informed Down-Sampling
Martin Briesch, Ryan Boldi, Dominik Sobania, Alexander Lalejini, Thomas Helmuth, Franz Rothlauf,
Charles Ofria, Lee Spector

17:20

Multiobjective Evolutionary Component Effect on Algorithm Behavior
Yuri Lavinas, Marcelo Ladeira, Gabriela Ochoa, Claus Aranha

17:30

GA + THEORY Tuesday, July 16, 16:30–17:50, Room Room 108

Chair: Darrel Whitley, Colorado State University
(Best Paper nominees are marked ⋆)

Evolutionary Computation Meets Graph Drawing: Runtime Analysis for Crossing Minimisation on
Layered Graph Drawings⋆

Jakob Baumann, Ignaz Rutter, Dirk Sudholt

16:30

Federated Genetic Algorithm: Two-Layer Privacy-Preserving Trajectory Data Publishing
Yong-Feng Ge, Hua Wang, Jinli Cao, Yanchun Zhang, Georgios Kambourakis

16:50

Promoting Two-sided Fairness in Dynamic Vehicle Routing Problems
Yufan Kang, Rongsheng Zhang, Wei Shao, Flora D. Salim, Jeffrey Chan

17:10

Reinforcing Inter-Class Dependencies in the Asymmetric Island Model⋆

Andrew Festa, Gaurav Dixit, Kagan Tumer
17:30

SI 1 Tuesday, July 16, 16:30–18:10, Room Room 111

Chair: Andreas Ernst, Monash University

Emergent Behavior in Evolutionary Swarms for Machine Olfaction
Kordel Kade France, Anirban Paul, Ivneet Banga, Shalini Prasad

16:30

Auto-configuring Exploration-Exploitation Tradeoff in Evolutionary Computation via Deep
Reinforcement Learning
Zeyuan Ma, Jiacheng Chen, Hongshu Guo, Yining Ma, Yue-Jiao Gong

16:50



76 Papers

The Electric Vehicle Problem with Road Junctions and Road Types: An Ant Colony Optimization
Approach
Mehmet Anil Akbay, Christian Blum, Michella Saliba

17:10

A Self-adaptive Rotationally Invariant Particle Swarm Optimization for Global Optimization
Ting Dong, Haoxin Wang, Wenbo Ding, Libao Shi

17:30

Adaptive Aggregative Multitask Competitive Particle Swarm Optimization with Bi-Directional
Asymmetric Flip Strategy for High-Dimensional Feature Selection
Yong Zhang, Ke-Jing Du, Yi Jiang, Li-Min Wang, Hua Wang, Zhi-Hui Zhan, Zhi-Hui Zhan

17:50

GP 2 Tuesday, July 16, 16:30–17:50, Room Room 112

Chair: Ting Hu, Queen’s University
(Best Paper nominees are marked ⋆)

Learning Traffic Signal Control via Genetic Programming⋆

Xiao-Cheng Liao, Yi Mei, Mengjie Zhang
16:30

Large Language Model-based Test Case Generation for GP Agents⋆

Steven Jorgensen, Giorgia Nadizar, Gloria Pietropolli, Luca Manzoni, Eric Medvet, Una-May O’Reilly,
Erik Hemberg

16:50

Reinforcement Learning-Assisted Genetic Programming Hyper Heuristic Approach to Location-
Aware Dynamic Online Application Deployment in Clouds
Longfei Felix Yan, Hui Ma, Gang Chen

17:10

Facilitating Function Application in Code Building Genetic Programming
Thomas R. Helmuth, Jayden Fedoroff, Edward R. Pantridge, Lee Spector

17:30

EMO 3 Wednesday, July 17, 11:00–12:00, Room Room 101

Chair: Ray Tapabrata, University of New South Wales
(Best Paper nominees are marked ⋆)

Analysis of Real-World Constrained Multi-Objective Problems and Performance Comparison of
Multi-Objective Algorithms⋆

Yang Nan, Hisao Ishibuchi, Tianye Shu, Ke Shang

11:00

Enhancing the Convergence Ability of Evolutionary Multi-objective Optimization Algorithms with
Momentum⋆

Longcan Chen, Lie Meng Pang, Qingfu Zhang, Hisao Ishibuchi

11:20

Illustrating the Efficiency of Popular Evolutionary Multi-Objective Algorithms Using Runtime
Analysis⋆

Duc-Cuong Dang, Andre Opris, Dirk Sudholt

11:40

ECOM 2 Wednesday, July 17, 11:00–12:20, Room Room 102

Chair: Guenther Raidl, TU Wien

Heuristic Initialization and Knowledge-based Mutation for Large-Scale Multi-Objective 0-1
Knapsack Problems
Cheng Gong, Yang Nan, Lie Meng Pang, Qingfu Zhang, Hisao Ishibuchi

11:00
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Large Language Models for the Automated Analysis of Optimization Algorithms
Camilo Chacón Sartori, Christian Blum, Gabriela Ochoa

11:20

Optimization through Iterative Smooth Morphological Transformations
Valentino Santucci, Marco Baioletti, Marco Tomassini

11:40

The Chance Constrained Travelling Thief Problem: Problem Formulations and Algorithms
Thilina Pathirage Don, Aneta Neumann, Frank Neumann

12:00

EML 4 Wednesday, July 17, 11:00–12:20, Room Room 103

Chair: Una-May O’Reilly, MIT

A Phenotypic Learning Classifier System for Problems with Continuous Features
Yi Liu, Yu Cui, Wen Cheng, Will Neil Browne, Bing Xue, Chengyuan Zhu, Yiding Zhang, Mingkai
Sheng, Lingfang Zeng

11:00

Evolutionary Multitasking with Two-level Knowledge Transfer for Multi-view Point Cloud
Registration
Hangqi Ding, Haoran Xu, Yue Wu, Hao Li, Maoguo Gong, Wenping Ma, Qiguang Miao, Jiao Shi, Yu Lei

11:20

Cooperative Coevolutionary Spatial Topologies for Autoencoder Training
Erik Hemberg, Una-May O’Reilly, Jamal Toutouh

11:40

Learning Aligned Local Evaluations For Better Credit Assignment In Cooperative Coevolution
Joshua Cook, Kagan Tumer

12:00

RWA 4 Wednesday, July 17, 11:00–12:40, Room Room 104

Chair: Carlos Coello Coello, CINVESTAV-IPN

Energy-Aware Dynamic Resource Allocation and Container Migration in Cloud Servers: A Co-
evolution GPHH Approach
Mathew Keith Falloon, Hui Ma, Aaron Chen

11:00

Optimizing a Car Patrolling Application by Iterated Local Search
Victor Hugo Vidigal Correa, Thiago Alves de Queiroz, Manuel Iori, André Gustavo dos Santos,
Mutsunory Yagiura, Giorgio Zucchi

11:20

On the Performance of User Association in Space-Ground Communications with Integer-Coded
Genetic Algorithms
Trinh Van Chien, Thu Tran Anh Ngo, Lam Hoang Nguyen, Nguyen Thi My Binh, Huynh Thi Thanh
Binh

11:40

Interactive Evolutionary Multiobjective Optimization of Primer Design with Uncertain Objectives
Atanu Mazumdar, Bhavya Jain, Monisha Mitra, Prodyut Dhar

12:00

Optimizing Cyber Response Time on Temporal Active Directory Networks Using Decoys
Huy Quang Ngo, Mingyu Guo, Hung Nguyen

12:20

HOP 3 Wednesday, July 17, 11:00–12:10, Room Room 107

Chair: Vic Ciesielski, RMIT University

Hot off the Press: Runtime Analyses of Multi-Objective Evolutionary Algorithms in the Presence of
Noise
Matthieu Dinot, Benjamin Doerr, Ulysse Hennebelle, Sebastian Will

11:00
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A Semantic-based Hoist Mutation Operator for Evolutionary Feature Construction in Regression
[Hot off the Press]
Hengzhe Zhang, Qi Chen, Bing Xue, Wolfgang Banzhaf, Mengjie Zhang

11:10

Hot Off the Press: Benchmarking Derivative-Free Global Optimization Algorithms under Limited
Dimensions and Large Evaluation Budgets
Linas Stripinis, Jakub Kudela, Remigijus Paulavicius

11:20

Hot Off the Press: Soft computing methods in the solution of an inverse heat transfer problem with
phase change
Tomáš Mauder, Jakub Kudela, Lubomír Klimeš, Martin Zálešák, Pavel Charvát

11:30

Linear Convergence Rate Analysis of the (1+1)-ES on Locally Strongly Convex and Lipschitz Smooth
Functions
Daiki Morinaga, Kazuto Fukuchi, Jun Sakuma, Youhei Akimoto

11:40

Trust Your Neighbours: Handling Noise in Multi-Objective Optimisation Using kNN-Averaging
(GECCO’24 Hot off the Press)
Stefan Klikovits, Cédric Ho Thanh, Ahmet Cetinkaya, Paolo Arcaini

11:50

Summary of “Curiosity creates Diversity in Policy Search”
Paul-Antoine le Tolguenec, Emmanuel Rachelson, Yann Besse, Dennis G. Wilson

12:00

ENUM 2 Wednesday, July 17, 11:00–12:40, Room Room 108

Chair: Ryoji Tanabe, Yokohama National University

Fitness-based Linkage Learning and Maximum-Clique Conditional Linkage Modelling for Gray-box
Optimization with RV-GOMEA
Georgios Andreadis, Tanja Alderliesten, Peter A.N. Bosman

11:00

Overlapping Cooperative Co-Evolution for Overlapping Large-Scale Global Optimization Problems
Marcin Michal Komarnicki, Michal Witold Przewozniczek, Renato Tinós, Xiaodong Li

11:20

CMA-ES with Adaptive Reevaluation for Multiplicative Noise
Kento Uchida, Kenta Nishihara, Shinichi Shirakawa

11:40

CMA-ES for Safe Optimization
Kento Uchida, Ryoki Hamano, Masahiro Nomura, Shota Saito, Shinichi Shirakawa

12:00

CatCMA : Stochastic Optimization for Mixed-Category Problems
Ryoki Hamano, Shota Saito, Masahiro Nomura, Kento Uchida, Shinichi Shirakawa

12:20

NE 2 Wednesday, July 17, 11:00–12:20, Room Room 111

Chair: Gabriela Ochoa, University of Stirling

Enhancing MAP-Elites with Multiple Parallel Evolution Strategies
Manon Flageat, Bryan Lim, Antoine Cully

11:00

Evolving Loss Functions for Specific Image Augmentation Techniques
Brandon Morgan, Dean Hougen

11:20

Neural Optimizer Equation, Decay Function, and Learning Rate Schedule Joint Evolution
Brandon Morgan, Dean Hougen

11:40
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THNAS-GA: A Genetic Algorithm for Training-free Hardware-aware Neural Architecture Search
Thanh Hai Tran, Long Doan, Ngoc Hoang Luong, Binh Huynh Thi Thanh

12:00

GP 3 Wednesday, July 17, 11:00–12:20, Room Room 112

Chair: Gusz Eiben, Vrije Universiteit Amsterdam

A Functional Analysis Approach to Symbolic Regression
Kirill Antonov, Roman Kalkreuth, Kaifeng Yang, Thomas Bäck, Niki van Stein, Anna Kononova

11:00

Multiview Symbolic Regression
Etienne Russeil, Fabricio Olivetti de Franca, Konstantin Malanchev, Bogdan Burlacu, Emille Ishida,
Marion Leroux, Clément Michelin, Guillaume Moinard, Emmanuel Gangler

11:20

MetaSR: A Meta-Learning Approach to Fitness Formulation for Frequency-Aware Symbolic
Regression
Kei Sen Fong, Mehul Motani

11:40

Improving the efficiency of GP-GOMEA for higher-arity operators
Thalea Schlender, Mafalda Malafaya, Tanja Alderliesten, Peter A.N. Bosman

12:00

EMO 4 Wednesday, July 17, 14:30–15:50, Room Room 101

Chair: Heike Trautmann, University of Paderborn, University of Twente

Empirical Comparison between MOEAs and Local Search on Multi-Objective Combinatorial
Optimisation Problems
Miqing Li, Xiaofeng Han, Xiaochen Chu, Zimin Liang

14:30

Enhancing Algorithm Performance Prediction in Constrained Multiobjective Optimization Using
Additional Training Problems
Andrejaana Andova, Jordan N. Cork, Tea Tušar, Bogdan Filipič

14:50

Using 3-Objective Evolutionary Algorithms for the Dynamic Chance Constrained Knapsack Problem
Ishara Hewa Pathiranage, Frank Neumann, Denis Antipov, Aneta Neumann

15:10

A Detailed Experimental Analysis of Evolutionary Diversity Optimization for OneMinMax
Denis Antipov, Aneta Neumann, Frank Neumann

15:30

ECOM 3 Wednesday, July 17, 14:30–15:30, Room Room 102

Chair: Yi Mei, Victoria University of Wellington
(Best Paper nominees are marked ⋆)

Efficient Multi-Fidelity Neural Architecture Search with Zero-Cost Proxy-Guided Local Search⋆

Quan Minh Phan, Ngoc Hoang Luong
14:30

Letting a Large Neighborhood Search for an Electric Dial-A-Ride Problem Fly: On-The-Fly Charging
Station Insertion⋆

Maria Bresich, Günther R. Raidl, Steffen Limmer

14:50

Superior Genetic Algorithms for the Target Set Selection Problem Based on Power-Law Parameter
Choices and Simple Greedy Heuristics⋆

Benjamin Doerr, Martin S. Krejca, Nguyen Vu

15:10
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EML 5 Wednesday, July 17, 14:30–15:50, Room Room 103

Chair: Bing Xue, Victoria University of Wellington

Influence Based Fitness Shaping for Coevolutionary Agents
Everardo Gonzalez, Siddarth Viswanathan, Kagan Tumer

14:30

LLM Guided Evolution - The Automation of Models Advancing Models
Clint Max Morris, Michael Jurado, Jason P. Zutty

14:50

CANNIBAL Unveils the Hidden Gems: Hyperspectral Band Selection via Clustering of Weighted
Variable Interaction Graphs
Lukasz Tulczyjew, Michal Przewozniczek, Renato Tinós, Agata M. Wijata, Jakub Nalepa

15:10

Pixel Logo Attack: Embedding Attacks as Logo-Like Pixels
Jiang Zhu, Hong Zhao, He Yu, Jing Liu

15:30

RWA 5 Wednesday, July 17, 14:30–16:10, Room Room 104

Chair: Thomas Bäck, Leiden University

Using Genetic Algorithms for Privacy-Preserving Optimization of Multi-Objective Assignment
Problems in Time-Critical Settings: An Application in Air Traffic Flow Management
Sebastian Gruber, Paul Feichtenschlager, Christoph Georg Schuetz

14:30

Differential Evolution Based on Light-Weight-Surrogate for Solving High-Dimensional Energy
Management Problem
Chixin Xiao, Maoxin He, Dechen Jiang, Yiwei Zhang, Yuxin Tang, Zhenyu Ling

14:50

Function Class Learning with Genetic Programming: Towards Explainable Meta Learning for Tumor
Growth Functionals
Evi Maria Catharina Sijben, Jeroen Casper Jansen, Peter Alexander Nicolaas Bosman, Tanja
Alderliesten

15:10

Genetic Algorithm Selection of Interacting Features (GASIF) for Selecting Biological Gene-Gene
Interactions
Rachit Kumar, David Y. Zhang, Marylyn DeRiggi Ritchie

15:30

The Lunar Lander Landing Site Selection Benchmark Reexamined: Problem Characterization and
Algorithm Performance
Aljoša Vodopija, Jordan N. Cork, Bogdan Filipič

15:50

BBSR 2 Wednesday, July 17, 14:30–15:30, Room Room 107

Chair: Roman Kalkreuth, Sorbonne University

On the Investigation of Multimodal Evolutionary Algorithms Using Search Trajectory Networks
Bao Thai Tran, Ngoc Hoang Luong

14:30

Large-Scale Benchmarking of Metaphor-Based Optimization Heuristics
Diederick Vermetten, Carola Doerr, Hao Wang, Anna V. Kononova, Thomas Bäck

14:50

Clustering in Dynamic Environments: A Framework for Benchmark Dataset Generation With
Heterogeneous Changes
Danial Yazdani, Juergen Branke, Mohammad Sadegh Khorshidi, Mohammad Nabi Omidvar,
Xiaodong Li, Amir H. Gandomi, Xin Yao

15:10
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SI + ENUM Wednesday, July 17, 14:30–15:50, Room Room 108

Chair: Christian Blum, Artificial Intelligence Research Institute (IIIA) - Spanish National Research Council (CSIC)
(Best Paper nominees are marked ⋆)

Direct Augmented Lagrangian Evolution Strategies⋆

Jeremy Porter, Dirk V. Arnold
14:30

Markov Chain-based Optimization Time Analysis of Bivalent Ant Colony Optimization for Sorting
and LeadingOnes⋆

Matthias Kergaßner, Oliver Keszocze, Rolf Wanka

14:50

Fine-Grain Knowledge Transfer-based Multitask Particle Swarm Optimization with Dual Clustering-
based Task Generation for High-Dimensional Feature Selection
Xin-Yu Wang, Qi-Te Yang, Yi Jiang, Kay Chen Tan, Jun Zhang, Zhi-Hui Zhan

15:10

A Differential Pheromone Grouping Ant Colony Optimization Algorithm for the 1-D Bin Packing
Problem
Aseel Ismael Ali, Edward Keedwell, Ayah Helal

15:30

THEORY 3 Wednesday, July 17, 14:30–16:10, Room Room 111

Chair: Per Kristian Lehre, University of Birmingham

A Runtime Analysis of Bias-invariant Neuroevolution and Dynamic Fitness Evaluation
Paul Fischer, John Alasdair Warwicker, Carsten Witt

14:30

Runtime Analyses of NSGA-III on Many-Objective Problems
Andre Opris, Duc-Cuong Dang, Frank Neumann, Dirk Sudholt

14:50

Already Moderate Population Sizes Provably Yield Strong Robustness to Noise
Denis Antipov, Benjamin Doerr, Alexandra Ivanova

15:10

Runtime Analysis of Coevolutionary Algorithms on a Class of Symmetric Zero-Sum Games
Alistair Benford, Per Kristian Lehre

15:30

The SLO Hierarchy of pseudo-Boolean Functions and Runtime of Evolutionary Algorithms
Duc-Cuong Dang, Per Kristian Lehre

15:50

GP 4 Wednesday, July 17, 14:30–15:50, Room Room 112

Chair: Giovanni Squillero, Politecnico di Torino

On the Nature of the Phenotype in Tree Genetic Programming
Wolfgang Banzhaf, Illya Bakurov

14:30

Effective Adaptive Mutation Rates for Program Synthesis
Andrew Ni, Lee Spector

14:50

Inexact Simplification of Symbolic Regression Expressions with Locality-sensitive Hashing
Guilherme Seidyo Imai Aldeia, Fabricio Olivetti de Franca, William G. La Cava

15:10

Minimum variance threshold for epsilon-lexicase selection
Guilherme Seidyo Imai Aldeia, Fabricio Olivetti de Franca, William G. La Cava

15:30
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EMO 5 Thursday, July 18, 09:00–10:20, Room Room 101

Chair: Ran Cheng, Southern University of Science and Technology

Evolutionary Preference Sampling for Pareto Set Learning
Rongguang Ye, Longcan Chen, Jinyuan Zhang, Hisao Ishibuchi

09:00

Gradient-Guided Local Search for IGD/IGDPlus Subset Selection
Yang Nan, Hisao Ishibuchi, Tianye Shu, Ke Shang

09:20

Sampling-based Pareto Optimization for Chance-constrained Monotone Submodular Problems
Xiankun Yan, Aneta Neumann, Frank Neumann

09:40

GPU-accelerated Evolutionary Multiobjective Optimization Using Tensorized RVEA
Zhenyu Liang, Tao Jiang, Kebin Sun, Ran Cheng

10:00

ECOM 4 Thursday, July 18, 09:00–10:00, Room Room 102

Chair: Su Nguyen, RMIT University

An Adaptive Interactive Routing-Packing Strategy for Split Delivery Vehicle Routing Problem with
3D Loading Constraints
Han Zhang, Qing Li, Xin Yao

09:00

An Extension of STNWeb Functionality: On the Use of Hierarchical Agglomerative Clustering as an
Advanced Search Space Partitioning Strategy
Camilo Chacón Sartori, Christian Blum, Gabriela Ochoa

09:20

Generalised Kruskal Mutation for the Multi-Objective Minimum Spanning Tree Problem
Jakob Bossek, Christian Grimme

09:40

EML 6 Thursday, July 18, 09:00–10:00, Room Room 103

Chair: Mario Andrés Muñoz, University of Melbourne

Evolving Form and Function: Dual-Objective Optimization in Neural Symbolic Regression Networks
Amanda Bertschinger, James Bagrow, Joshua Bongard

09:00

Transfer Learning of Surrogate Models via Domain Affine Transformation
Shuaiqun Pan, Diederick Vermetten, Manuel López-Ibáñez, Thomas Bäck, Hao Wang

09:20

Evolutionary Multi-Objective Optimisation for Fairness-Aware Self Adjusting Memory Classifiers in
Data Streams
Pivithuru Thejan Amarasinghe, Diem Pham, Binh Tran, Su Nguyen, Yuan Sun, Damminda
Alahakoon

09:40

RWA 6 Thursday, July 18, 09:00–10:20, Room Room 104

Chair: Luca Di Gaspero, University of Udine, IOLab

Feature Extraction with Automated Scale Selection in Skin Cancer Image Classification: A Genetic
Programming Approach
Qurrat Ul Ain, Harith Al-Sahaf, Bing Xue, Mengjie Zhang

09:00
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Optimizing Electric Vehicle Charging Station Placement Integrating Daily Mobility Patterns and
Residential Locations
Christian Cintrano, Jamal Toutouh, Sergio Nesmachnow

09:20

Redesigning road infrastructure to integrate e-scooter micromobility as part of multimodal
transportation
Diego Daniel Pedroza-Perez, Jamal Toutouh, Gabriel Luque

09:40

2-Step Evolutionary Algorithm for the generation of dungeons with lock door missions using
horizontal symmetry
Felipe Dumont, Riff Maria-Cristina

10:00

HOP 4 Thursday, July 18, 09:00–10:00, Room Room 107

Chair: Sarah L. Thomson, Edinburgh Napier University

A Review of Randomness Techniques in Deep Neural Networks
Mohammed Ghaith Altarabichi, Sławomir Nowaczyk, Sepideh Pashami, Peyman Sheikholharam
Mashhadi, Julia Handl

09:00

How to Use the Metropolis Algorithm for Multi-Objective Optimization?
Weijie Zheng, Mingfeng Li, Renzhong Deng, Benjamin Doerr

09:10

Evo-Panel: Dynamic Visualization Tool for Optimization Process
Yao-Hsin Chou, Cheng-Yen Hua, Shu-Yu Kuo, Yu-Chi Jiang, Sy-Yen Kuo

09:20

Hot off the Press: The First Proven Performance Guarantees for the Non-Dominated Sorting Genetic
Algorithm II (NSGA-II) on a Combinatorial Optimization Problem
Sacha Axel Cerf, Benjamin Doerr, Benjamin Hebras, Yakob Kahane, Simon Wietheger

09:30

Distributed Repair of Deep Neural Networks (Hot off the Press at GECCO 2024)
Davide Li Calsi, Matias Duran, Xiao-Yi Zhang, Paolo Arcaini, Fuyuki Ishikawa

09:40

Combining Online Learning with Mutation-Based Stochastic Search to Repair Buggy Programs
Joseph Renzullo, Westley Weimer, Stephanie Forrest

09:50

GECH 2 Thursday, July 18, 09:00–10:20, Room Room 111

Chair: Juergen Branke, University of Warwick

Mixed Binomial Distributions for Binary Mutation Operators
Brahim Aboutaib, Andrew M. Sutton

09:00

Generative Design through Quality-Diversity Data Synthesis and Language Models
Adam Gaier, James Stoddart, Lorenzo Villaggi, Shyam Sudhakaran

09:20

Late Bloomers, First Glances, Second Chances: Exploration of the Mechanisms Behind Fitness
Diversity
Sofya Aksenyuk, Szymon Bujowski, Maciej Komosinski, Konrad Miazga

09:40

Applying a Quantum Annealer to the Traffic Assignment Problem
Darren M. Chitty, James Charles, Alberto Moraglio, Ed Keedwell

10:00
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L4EC 2 Thursday, July 18, 09:00–10:00, Room Room 112

Chair: Emma Hart, Edinburgh Napier University

Impact of Training Instance Selection on Automated Algorithm Selection Models for Numerical
Black-box Optimization
Konstantin Dietrich, Diederick Vermetten, Carola Doerr, Pascal Kerschke

09:00

GRAHF: A Hyper-Heuristic Framework for Evolving Heterogeneous Island Model Topologies
Jonathan Wurth, Helena Stegherr, Michael Heider, Jörg Hähner

09:20

Evolving Reliable Differentiating Constraints for the Chance-constrained Maximum Coverage
Problem
Saba Sadeghi Ahouei, Jacob de Nobel, Aneta Neumann, Thomas Bäck, Frank Neumann

09:40



Posters



86 Posters

Benchmarking, Benchmarks, Software, and Reproducibility (BBSR)

Multi-objective Ranking using Bootstrap Resampling
Jeroen Rook, Holger H. Hoos, Heike Trautmann

Ealain: A Camera Simulation Tool to Generate Instances for Multiple Classes of Optimisation Problem
Quentin Renau, Johann Dreo, Emma Hart

Extending Instance Space Analysis to Algorithm Configuration Spaces
Anthony Rasulo, Kate Smith-Miles, Mario Andrés Muñoz, Julia Handl, Manuel López-Ibáñez

Learning to Generate Scalable MILP Instances
Tianxing Yang, Huigen Ye, Hua Xu

Comparing Solvability Patterns of Algorithms across Diverse Problem Landscapes
Ana Nikolikj, Tome Eftimov

A Multi-objective Optimization Benchmark Test Suite for Real-time Semantic Segmentation
Yifan Zhao, Zhenyu Liang, Zhichao Lu, Ran Cheng

Searching for Benchmark Problem Instances from Data-Driven Optimisation
Sara Hajari, Marcus Gallagher

Towards an Improved Understanding of Features for More Interpretable Landscape Analysis
Marcus R. Gallagher, Mario Andres Munoz

Benchmark Problems for Machine Learning in Control Synthesis
Elizaveta Shmalko, Askhat Diveev

Complex Systems (CS)

Looking for Complexity at Phase Boundaries in Continuous Cellular Automata
Vassilis Papadopoulos, Guilhem Doat, Arthur Renard, Clément Hongler

Generating Diverse Critics for Conditioned Policy Distillation
Ryan Boldi, Matthew C. Fontaine, Sumeet Batra, Gaurav S. Sukhatme, Stefanos Nikolaidis

Growing Artificial Neural Networks for Control: the Role of Neuronal Diversity
Eleni Nisioti, Erwan Plantec, Milton Llera Montero, Joachim Winther Pedersen, Sebastian Risi

Solving Deceptive Problems Without Explicit Diversity Maintenance
Ryan Boldi, Li Ding, Lee Spector

Evolutionary Combinatorial Optimization and Metaheuristics (ECOM)

"A Cooperative Multi Indicator-Based Ant Colony Optimization Algorithm for the MOGenConVRP"
Rodrigo Fernando Velázquez Cruz, Carlos Ignacio Hernández Castellanos

Combining Adaptive Large Neighborhood Search with Guided Ejection Search for Real-World Multiple-Vehicle
Pickup and Delivery Problem with Time Windows

Tri Phan, Khang Tran, Ngoc Hoang Luong

Enhancing Electric Vehicle Charging Schedules: A Surrogate-Assisted Approach
Abdennour Azerine, Mahmoud Golabi, Ammar Oulamara, Lhassane Idoumghar
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Symmetry Parallel Search Strategy For Permutation-related Optimization Problems
Tianyang Li, Ying Meng, Lixin Tang

Local Search Algorithms for the Oven Scheduling Problem
Francesca Da Ros, Luca Di Gaspero, Marie-Louise Lackner, Nysret Musliu, Felix Winter

PEACH: A Multi-Objective Evolutionary Algorithm for Complex Vehicle Routing with Three-Dimensional Loading
Constraints

Han Zhang, Qing Li, Xin Yao

Randomized Local Search on the 2D Rectangular Bin Packing Problem with Item Rotation
Rui Zhao, Tianyu Liang, Zhize Wu, Daan van den Berg, Matthias Thürer, Thomas Weise

A Secure Simulation-optimisation Framework for Fleet Mix Problem: A Defence-based Real-world Application
Sara Elsayed Salim, Ismail Mohamed Ali, Sondoss Elsawah

Novelty Detection and Feedback based Online Feature Subset Selection for Data Streams via Parallel Hybrid
Particle Swarm Optimization Algorithm

Vivek Yelleti, Vadlamani Ravi, P. Radha Krishna

Memetic Algorithm for Multi-objective Virtual Network Slice Configuration
Qinan Chen, Qiqi Xia, Kaixuan Sun, Jin Wang, Bo Yuan

Emergence of Strategies for Univariate Estimation-of-Distribution Algorithms with Evolved Neural Networks
Olivier Goudet, Adrien Goëffon, Frédéric Saubion, Sébastien Verel

Distributed Ensemble Hyper-Heuristic Algorithm for Aircraft Arrival Sequencing and Scheduling Problem
Xian-Ping Wang, Xin-Xin Xu, Yi Jiang, Sheng Bi, Yan-Chun Liang, Zhi-Hui Zhan

Estimating the Number of Local Optima in Multimodal Pseudo-Boolean Functions: Validation via Landscapes of
Triangles

Xavier F. C. Sánchez-Díaz, Ole Mengshoel

Adapted Ant Colony Optimization for Large-Scale Orienteering Problem
De Ming Wu, Qiang Yang, Chang Jun Zhou, Zhong Long Zheng, Jun Zhang

Evolutionary Machine Learning (EML)

Efficient Pruning of DenseNet via a Surrogate-Model-Assisted Genetic Algorithm
Jingeun Kim, Yourim Yoon

Time-varying Echo State Networks: Harnessing Dynamic Parameters for Robust Time-Series Analysis
Nabangshu Sinha, Carlo Lucheroni

Shifting Color Space for Image Classification using Genetic Programming
David Herrera-Sánchez, Héctor-Gabriel Acosta-Mesa, Efrén Mezura-Montes, Aldo Márquez-Grajales

Length-niching Selection and Spatial Crossover in Variable-length Evolutionary Rule Set Learning
David Pätzel, Richard Nordsieck, Jörg Hähner

Lexidate: Model Evaluation and Selection with Lexicase
Jose Guadalupe Hernandez, Anil Kumar Saini, Jason Hall Moore

An Improved Evolutionary Reinforcement Learning Algorithm for UAV Online Target Tracking
Bai-Jiang Yu, Feng-Feng Wei, Tai-You Chen, Wei-Neng Chen
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LLM-POET: Evolving Complex Environments using Large Language Models
Fuma Aki, Riku Ikeda, Takumi Saito, Ciaran Regan, Mizuki Oka

Generalizing Diversity with the Signature Transform
Arno Feiden, Biagio Paparella, Jochen Garcke

Evolutionary Sparse Coding and Graph Regularisation for Embedded Multi-label Feature Selection
Kaan Demir, Bach Nguyen, Bing Xue, Mengjie Zhang

Onboard Class Incremental Learning for Resource-Constrained scenarios using Genetic Algorithm and TinyML
Suraj Kumar Pandey, Shivashankar B. Nair

Immuno-inspired Selective Aggregation for Decentralized Federated Deep Reinforcement Learning
Gayathri Rangu, Shivashankar B. Nair

Evolutionary Data Subset Selection for Class-Incremental Learning on Memory-Constrained Systems
Epifanios Baikas, Danesh Tarapore, David Thomas

Behaviour Discovery in Real-Time Strategy Games using Cooperative Co-evolution with Dynamic Binary Tree
Decomposition

Luke Brendan Kelly, Martin Masek, Chiou Peng Lam

Evolving Visual Counterfactual Medical Imagery Explanations with Cooperative Co-evolution using Dynamic
Decomposition

Luke Brendan Kelly, Martin Masek, Chiou Peng Lam, Brandon Abela, Ashu Gupta

Towards an Evolutionary Approach for Exploting Core Knowledge in Artificial Intelligence
Andrea Calabrese, Stefano Quer, Giovanni Squillero, Alberto Tonda

Multidimensional Archive Of The State Space
Joshua Cook, Kagan Tumer

Exploring Evolutionary Generators within Generative Adversarial Networks
Francisco Baeta, João Correia, Tiago Martins, Penousal Machado

Intepretable Local Explanations Through Genetic Programming
Hayden Andersen, Andrew Lensen, Will Browne, Yi Mei

ATOMIC: an Interpretable Clustering Method Based on Data Topology
Matthew Vandergrift, Ting Hu

Multi-Criterion Feature Selection Based on Clustering Symbolic Regression
Yehang Chen, Yu Zhang, Xinyue Li, Wang Hu

Efficient Edge Computing: Harnessing Compact Machine Learning Models for Workload Optimization
Mahdi Abbasi, Hassan Haghighi, Seifeddine BenElghali, Mohammad Reza Pour-Hosseini, Ehsan Mohammadi-
Pasand, Bahman Javadi, Parham Moradi

Instance-Label Based Multi-Label Active Learning by Evolutionary Multi-Objective Optimization
Yuheng Zhou, Haopu Shang, Yu-Chang Wu, Chao Qian

Cognitive Learning System for Sequential Aliasing Patterns of States in Multistep Decision-Making
Fumito Uwano, Will Neil Browne

Generating High-Dimensional Prototypes with a Classifier System by Evolving in Latent Space
Naoya Yatsu, Hiroki Shiraishi, Hiroyuki Sato, Keiki Takadama
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Evolutionary Multiobjective Optimization (EMO)

The Optimal Zone Breadth for Parallel and Distributed MOEA/D with Virtual Overlap Zone and Exclusively
Evaluated Mating

Xinyuan Zhu, Yuji Sato, Mikiko Sato

Multi-Objective Evolution for Chemical Product Design
Geoff Nitschke, Bilal Aslan, Flavio da Silva

Improving the Performance of EA-based Multi-population Models for Feature Selection Problems by Reducing
the Individual Size in the Initial Population

Juan Carlos Gómez-López, Daniel Castillo-Secilla, Jesús González

A Competitive Swarm Algorithm Based on Tri-Competitive Criterion for Constrained Multiobjective Optimization
Jinlong Zhou, Yinggui Zhang, Fan Yu

Expensive Constrained Multi-objective Evolutionary Algorithm with Pareto Set Learning
Ruitao Mai, Yifeng Qiu, Wenji Li, Zhaojun Wang, Biao Xu, Wei Chen, Jiafan Zhuang, Yun Li, Zhun Fan

Differential Evolution based on Local Grid Search for Multimodal Multiobjective Optimization with Local Pareto
Fronts

Juan Zou, TianBin Xie, Qi Deng, XiaoZhong Yu, ShengXiang Yang, JinHua Zheng

Multi-population for Multi-objective Genetic Algorithm with Adaptive Information Sharing Strategy for Berth
Allocation and Quay Crane Assignment Problems

Wanqiu Zhao, Qi Qiu, Hong Zhao, Xu Bian, He Yu, Jing Liu, Xuesong Mei

A Dynamic Preference-driven Evolutionary Algorithm for Solving Dynamic Multi-objective Problems
XueQing Wang, JinHua Zheng, Juan Zou, ZhangLu Hou, ShengXiang Yang, Yuan Liu

A Multi-objective Evolutionary Algorithm based on Hierarchical Grouping for Large-scale Multi-objective
Optimization

Qingwei Liang, Shu-Chuan Chu, Pei-Cheng Song, Jia Zhao, Zne-jung Lee, Jeng-Shyang Pan

Lower Confidence Bound for Preference Selection in Interactive Multi-Objective Optimization
Arash Heidari, Sebastian Rojas Gonzalez, Tom Dhaene, Ivo Couckuyt

Interactive tool for visualizing the comprehensive performance of evolutionary multi-objective algorithms
applied to problems with two or three objectives

Michał Tomczyk, Miłosz Kadziński

Accelerated Bayesian Preference Learning for Efficient Evolutionary Multi-objective Optimisation
Kendall Taylor, Huong Ha, Minyi Li, Xiaodong Li

Visualization of Multiobjective Multimodal Benchmarking Based on Basin Connectivity
Likun Liu, Ryosuke Ota, Takahiro Yamamoto, Naoki Hamada, Daisuke Sakurai

Simple Distributed Bit Climber for Many-objective Optimization of Binary Epistatic Problems
Yudai Tagawa, Hernan Aguirre, Kiyoshi Tanaka

Many-Objective Evolutionary Optimization using Density Peaks Scoring Selection Strategy
Siamak Ghodsi, Sahar Tahmasebi, Mahdi Jalili, Parham Moradi

Composite Quality Indicators to Evaluate the Performance of Population-based Multiobjective Optimization
Algorithms

Rubén Saborido, Ana Belén Ruiz, Sandra Gonzalez-Gallardo, Mariano Luque, Antonio Borrego
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How to Make Multi-Objective Evolutionary Algorithms Invariant to Monotonically Increasing Transformation of
Objective Functions

Yutaro Yamada, Kento Uchida, Shinichi Shirakawa

Redefining the Behavior Space for Multi-Objective MAP-Elites
Anna Nickelson, Kagan Tumer

A Corridor Model Evolutionary Algorithm for Fast Converging Green Vehicle Routing Problem
Ananta Anil Shahane, Niki van Stein, Yingjie Fan

Evolutionary Numerical Optimization (ENUM)

TransOptAS: Transformer-Based Algorithm Selection for Single-Objective Optimization
Gjorgjina Cenikj, Gašper Petelin, Tome Eftimov

On Generalization of ELA Feature Groups
Gašper Petelin, Gjorgjina Cenikj

A Gradient-based Method for Differential Evolution Parameter Control by Smoothing
Haotian Zhang, Jialong Shi, Jianyong Sun, Ali Wagdy Mohamed, Zongben Xu

Algorithm Performance Comparison for Integer-Valued OneMax
Xiaoyue Li, Timo Kötzing

Sensitivity Analysis of Surrogate-assisted Bilevel Optimisation
Behzad Moradi, Michael Kirley, Mario Andrés Muñoz Acosta

A Combination of CMA-ES with Probability Distributions of Integer Variables for Mixed-Integer Black-Box
Optimization

Duc Manh Nguyen

General Evolutionary Computation and Hybrids (GECH)

Adaptive Immune Optimization Algorithm: Combining Mutual Information and Differential Evolution-based
Mutation for Local Feature Selection on Microarray Data

Yi Wang, Wenshan Li, Tao Li

Morpho-Material Evolution for Automated Robot Design
Geoff Nitschke, Bilal Aslan

Variable Contribution-Based Differential Evolution for Large-Scale Global Optimization
Erjie Tian, Jian Yao, Wei Fang, Pengjiang Qian, Xin Zhang

A Meta-Evolutionary Algorithm for Co-evolving Genotypes and Genotype / Phenotype Maps
Nathan Gaylinn, Joshua Bongard

Dynamic Quality-Diversity Search
Roberto Gallotta, Antonios Liapis, Georgios N. Yannakakis

Deficiencies of Best-chromosome-wins Dominance in Evolutionary Optimization of Stationary Functions
Maciej Komosinski, Marcin Leszczyński, Konrad Miazga, Dawid Siera
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Genetic Algorithms (GA)

EMxDesign: A Genetic Algorithm for High Affinity Drug Design
Neha Jain, Andrew Hornback, May Dongmei Wang

Revisiting Evolutionary Algorithms for Optimization for Deep Learning: Introducing DL-HEA
Toki Tahmid Inan, Amarda Shehu

Exploring Knowledge Transfer in Evolutionary Many-task Optimization: A Complex Network Perspective
Yudong Yang, Kai Wu, Xiangyi Teng, Handing Wang, He Yu, Jing Liu

Hypernetwork-Based Multi-Objective Optimization with NSGA-II
Jie He, Yaohong Zhang, Ji Wang, Xiaoqing Li, Weidong Bao

An Empirical Study of Constrained Evolutionary Algorithms for Isomorphic Connected Graph Segmentation
Problems

Feng Zhuang, Ting Huang, He Yu, Jing Liu

Evolving Weighted and Directed Graphs with Constrained Properties
Sydney Leither, Vincent R. Ragusa, Emily Dolson

Accelerating Co-Evolutionary Learning Through Phylogeny-Informed Interaction Estimation
Jack Garbus, Thomas Willkens, Alexander Lalejini, Jordan Pollack

Investigating Structural Bias in Real-Coded Genetic Algorithms
Kanchan Rajwar, Yogesh Kumar, Kusum Deep

Implicit Symbolic Regression via Probabilistic Fitness
Graham Roberts, Everett Grethel, Qian Yang

Genetic Algorithm with Modified Reproduction Operators for Grammatical Inference
Hari Mohan Pandey

Genetic Programming (GP)

Synergistic Utilization of LLMs for Program Synthesis
David Vella Zarb, Geoff Parks, Timoleon Kipouros

Designing Black-Box Optimizers with PushGP
Vladimir Stanovov

Runtime phylogenetic analysis enables extreme subsampling for test-based problems
Alexander Lalejini, Marcos Sanson, Jack Garbus, Matthew Andres Moreno, Emily Dolson

Multi-task Genetic Programming with Semantic based Crossover for Multi-output Regression
Chunyu Wang, Qi Chen, Bing Xue, Mengjie Zhang

A Preliminary Counterfactual Explanation Method for Genetic Programming-Evolved Rules: A Case Study on
Uncertain Capacitated Arc Routing Problem

Shaolin Wang, Yi Mei, Mengjie Zhang

Feature Encapsulation by Stages Using Grammatical Evolution
Darian Reyes Fernández de Bulnes, Allan de Lima, Aidan Murphy, Douglas Mota Dias, Conor Ryan

A Comparison of Feature Engineering Techniques for Hearing Loss
Miguel Rabuge, Nuno Lourenço



92 Posters

Guiding Genetic Programming with Graph Neural Networks
Piotr Wyrwiński, Krzysztof Krawiec

Multi-objective multi-population Genetic Programming for feature selection and classification to high-
dimensional data

Qiaoman Li, Xiaoying Gao, Wenyang Meng, Jianbin Ma

Archive-based multiple feature construction method using adaptive Genetic Programming
kaixuan Jia, Xiaoying Gao, Jiaxin Niu, jianbin Ma

Dynamically Sampling biomedical Images For Genetic Programming
Yuri Lavinas, Nathaniel Haut, William Punch, Wolfgang Banzhaf, Sylvain Cussat-Blanc

Greedy Strategies to Improve Phased Genetic Programming When Applied Directly to the Traveling Salesman
Problem

Darren M. Chitty, Ed Keedwell

Multimodal Adaptive Graph Evolution
Camilo De La Torre, Kévin Cortacero, Sylvain Cussat-Blanc, Dennis Wilson

EXA-GP: Unifying Graph-Based Genetic Programming and Neuroevolution for Explainable Time Series
Forecasting

Jared Murphy, Devroop Kar, Joshua Karns, Travis Desell

Introducing Vectorized Cluster Crossover in Grammatical Evolution
Michał Kowalczykiewicz, Piotr Lipiński

A Comprehensive Analysis of Down-sampling for Genetic Programming-based Program Synthesis
Ryan Boldi, Ashley Bao, Martin Briesch, Thomas Helmuth, Dominik Sobania, Lee Spector, Alexander Lalejini

Decomposition-based Multi-objective Genetic Programming for Feature Learning in Image Classification
Tuo Zhang, Ying Bi, Jing Liang, Bing Xue, Mengjie Zhang

Fast Self-Learning of Turbulence Feedback Laws Using Gradient-Enriched Machine Learning Control
Guy Y. Cornejo Maceda, Zhutao Jiang, François Lusseyran, Bernd R. Noack

Learning for Evolutionary Computation (L4EC)

Final Productive Fitness for Surrogates in Evolutionary Algorithms
Maximilian Zorn, Sarah Gerner, Philipp Altmann, Thomas Gabor

Online Per-Instance Algorithm Selection for Constrained Multi-Objective Optimization Problems
Hanan Alsouly, Michael Kirley, Mario Andrés Muñoz

Per-Run Algorithm Performance Improvement Forecasting Using Exploratory Landscape Analysis Features: A
Case Study in Single-Objective Black-Box Optimization

Peter Korošec, Tome Eftimov

Instance Selection for Dynamic Algorithm Configuration with Reinforcement Learning: Improving
Generalization

Carolin Benjamins, Gjorgjina Cenikj, Ana Nikolikj, Aditya Mohan, Tome Eftimov, Marius Lindauer

Evolution Transformer: In-Context Evolutionary Optimization
Robert Lange, Yingtao Tian, Yujin Tang

Large Language Models As Evolution Strategies
Robert Lange, Yingtao Tian, Yujin Tang
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Mining Potentially Explanatory Patterns via Partial Solutions
GianCarlo Antonino Pasquale Ignazio Catalano, Alexander E. I. Brownlee, David Cairns, John McCall, Russell
Ainslie

Neuroevolution (NE)

Generational Information Transfer with Neuroevolution on Control Tasks
Maximilien Le Clei, Stav Bar-Sheshet, Pierre Bellec

Quality Diversity for Robot Learning: Limitations and Future Directions
Sumeet Batra, Bryon Tjanaka, Stefanos Nikolaidis, Gaurav Sukhatme

A Cooperative Coevolution Neural Architecture Search Approach for Evolving Convolutional Neural Networks
Trevor Londt, Xiaoying Gao, Yi Mei

Neural Loss Function Evolution for Large-Scale Image Classifier Convolutional Neural Networks
Brandon Morgan, Dean Hougen

Improved Brain Tumor Segmentation Using Modified U-Net based on Particle Swarm Optimization Image
Enhancement

Shoffan Saifullah, Rafał Dreżewski

Satellite Image based Crop Classification Using Convolutional Autoencoder
Aswitha Tadepalli, Kishalay Mitra

Exploring Layerwise Adversarial Robustness Through the Lens of t-SNE
Inês Valentim, Nuno Antunes, Nuno Lourenço

Analysis of Pruned Deep Models Trained with Neuroevolution
Federico Da Rold, Leo Cazenille, Nathanael Aubert-Kato

AD-NEv++ - The multi-architecture neuroevolution-based multivariate anomaly detection framework
Marcin Pietroń, Dominik Zurek, Kamil Faber, Anna Wójcik, Roberto Corizzo

Real World Applications (RWA)

Exploring a Small Molecule Property Prediction Model with Optimal Comprehensive Performance through
Multi-Objective Optimization Algorithms

Junfeng Zhao, Lixin Tang, Yong Shuai

Particle Swarm Optimization Meets Deep Learning for Estimating Root-Zone Soil Moisture from Hyperspectral
Images

Bogdan Ruszczak, Michał Myller, Łukasz Tulczyjew, Agata M. Wijata, Jakub Nalepa

A Memetic Algorithm to Identify Search Patterns for Maximal Coverage of Drifting Oceanic Particles
So-Jung Lee, Yong-Hyuk Kim

Evolutionary Ensemble for Predicting Drifter Trajectories Based on Genetic Feature Selection
Tae-Hoon Kim, Seung-Hyun Moon, Yong-Hyuk Kim

Evolutionary Algorithm Based Adaptive Image Anonymization
Arcadi Llanza, Nadiya Shvai, Amir Nakib

An Optimised Light Gradient Boosting Machine Model for Setup Time Prediction in Electronic Production Lines
Siping Chen, Debiao Li, Xiqin Gan, Raymond Chiong
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LVNS-RAVE: Diversified audio generation with RAVE and Latent Vector Novelty Search
Jinyue Guo, Anna-Maria Christodoulou, Balint Laczko, Kyrre Glette

Selecting Image Features for Biopsy Needle Detection in Ultrasound Images Using Genetic Algorithms
Agata M. Wijata, Bartłomiej Pyciński, Jakub Nalepa

Exploring Evolution for Aesthetic & Abstract 3D Art
Ritwik Murali, Veeramanohar Avudaiappan

A Micro Dynamic Multi-objective Evolutionary Algorithm for Small-scale Smart Greenhouse with Low-power
Microprocessor

Zhongtian Luo, Jianpeng Xiong, Hu Peng, Gaosheng Zhan, Qingfu Zhang, Hui Wang, Xinyu Zhou, Wei Li, Ying
Huang

Many-Objective Evolutionary Influence Maximization: Balancing Spread, Budget, Fairness, and Time
Elia Cunegatti, Leonardo Lucio Custode, Giovanni Iacca

Evaluation of Genetic Algorithms in Multi-Vehicle Control for Multi-Target Tracking Applications
Aidan Blair, Amirali Khodadadian Gostar, Xiaodong Li, Alireza Bab-Hadiashar, Reza Hoseinnezhad

An Enhanced Surrogate-Assisted Multi-Objective Differential Evolution Algorithm with Self-Adaptive Strategies
for Order Planning in Hot Rolling Process

Gelegen Che, Lixin Tang, Guodong Zhao, Qingxin Guo, Jianqiang Guo

Dynamic Evaluation Functions Based Routing and Wavelength Assignment Optimization for Optical Network
Capacity Expansion

Yu Fu

Solving Indefinite Communication Reliability Optimization for RIS-Aided Mobile Systems by an Improved
Differential Evolution

Trinh Van Chien, Bui Trong Duc, Duc Luong Viet Ho, Huynh Thi Thanh Binh, Hien Quoc Ngo, Symeon Chatzinotas

On the Evolution of Boolean Functions with the Algebraic Normal Form Representation
Claude Carlet, Marko Durasevic, Domagoj Jakobovic, Stjepan Picek

Evolution of Material Properties and Gripping Strategy in Soft Robotic Jamming Devices
Seth Fitzgerald, Sarah Baldwin, David Howard, Frederic Maire, Gary W. Delaney

Decomposition and Clustering-Based Many-Objective Optimization for Multi-Label Feature Selection
Somayeh Kanani, Parham Moradi, Mahdi Jalili

Survival Strategies for Evolutionary Role Mining Algorithms Using Expert Knowledge
Simon Anderer, Nicolas Justen, Bernd Scheuermann, Sanaz Mostaghim

Gene-level adaptation in Balanced Non-Dominated Tournament Genetic Algorithm (aB-NTGA) applied to
versatile Multi-Stage Weapon-Target Assignment Problem

Michał Antkiewicz, Pawel B. Myszkowski, Konrad Gmyrek

Generating Solvable and Difficult Logic Grid Puzzles
Fiona Shyne, Kaylah Facey, Seth Cooper

Evolutionary Algorithm with Cross-Generation Environmental Selection for Traveling Salesman Problem
Zi Yang Bo, Qiang Yang, Ya Hui Jia, Xu Dong Gao, Zhen Yu Lu, Jun Zhang
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Search-Based Software Engineering (SBSE)

Large Language Models as All-in-one Operators for Genetic Improvement
Gudny Birna Saemundsdottir, Saemundur O. Haraldsson

Dynamic Difficulty Coefficient in Search-Based Software Testing: Targeting to Hard Branch Coverage
Thi-Mai-Anh Bui, Van-Tri Do, Minh Vu Le, Quoc-Trung Bui

Enhancing Fault Detection in Smart Contract Loops Through Adaptive Probabilistic Sampling
Stuart Dereck Semujju, Fangqing Liu, Han Huang, Yi Xiang

Evolving Assembly Code in an Adversarial Environment
Irina Maliukov, Gera Weiss, Oded Margalit, Achiya Elyasaf

A Multi-Objective Genetic Algorithm for Location in Interaction Testing
Ryan Edward Dougherty, Dylan Nathan Green, Hyunmook Kang, Grace Miro Kim, Stephanie Forrest

Local Search-based Approach for Cost-effective Job Assignment on Large Language Models
Yueyue Liu, Hongyu Zhang, Van-Hoang Le, Yuantian Miao, Zhiqiang Li

Swarm Intelligence (SI)

ClientShield: Malicious Clients Avoidance in Federated Learning with the Help of an Ant
Somonindro Roy, Md. Shahrukh Islam, Md Adnan Arefeen, Muhammad Ali Nayeem

Orthogonally Initiated Particle Swarm Optimization with Advanced Mutation for Real-Parameter Optimization
Indu Bala, Dikshit Chauhan, Lewis Mitchell

Matrix-Based Ant Colony Optimization
Xu Li, Min Cao, Jian-Yu Li, Jing Xu, Jun Zhang, Zhi-Hui Zhan

Particle Swarm Optimization with Unfeasible Personal Best for Constrained Problems
So Fukuhara, Masao Arakawa

Tensorized Ant Colony Optimization for GPU Acceleration
Luming Yang, Tao Jiang, Ran Cheng

A new Hybrid Parameter Independent Particle Swarm Optimization Algorithm
Piotr Dziwiński
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Tuesday, July 16, 11:00–12:20 Room Room 102

New Tunable Test Problems for Benchmarking Niching
Methods for Multimodal Optimization

Ali Ahrari, Jonathan Fieldsend, Mike Preuss, Xiaodong Li,
Michael G. Epitropakis

This study introduces novel tunable benchmark test prob-
lems for continuous box-constrained multimodal optimiza-
tion (MMO). It first introduces a new approach to control the
non-uniformity of distribution of global minima, a notable
challenge in MMO. Then, it builds upon an existing procedure
to create composite functions in which the severity of two dis-
tinguishable groups of MMO challenges can be controlled: i)
challenges shared with global optimization (GO), such as ill-
conditioning, and ii) challenges specific to MMO, such as non-
uniform distribution of global minima. Eight new scalable and
tunable MMO functions are then proposed, based on which a
test suite of 16 continuous MMO test problems is suggested.
This test suite is designed to be i) comprehensive, which means
they simulate most, if not all, prominent challenges associated
with MMO, ii) discriminating, which means test problems can
disclose the gap between the performance of diverse MMO
methods, and iii) illuminating, which means test problems
can reveal and compare strengths and weaknesses of MMO
methods. The code of these problems is made available in two
different programming languages to encourage its adoption by
the research community.

SDDObench: A Benchmark for Streaming Data-Driven
Optimization with Concept Drift

Yuanting Zhong, Xincan Wang, Yuhong Sun, Yue-Jiao Gong

In recent years, the data-driven optimization area has seen
a shift in the research focus from static batched data envi-
ronment to dynamic streaming data environment. However,
this field is hindered by the lack of a comprehensive and stan-
dardized test suite. To fill this gap, we introduce SDDObench,
the first benchmark tailored for evaluating and comparing
the streaming data-driven evolutionary algorithms (SDDEAs).
SDDObench comprises two sets of objective functions com-
bined with five different types of concept drifts, which of-
fer the benefit of being inclusive in generating data streams
that mimic various real-world situations, while also facilitat-
ing straight- forward description and analysis. As a proof-
of-concept study, four well-known algorithms are selected
to tackle the problems generated by SDDObench. The ex-
periment results and analysis reveal ongoing challenges in
attaining good performance for streaming data-driven opti-
mization. Our SDDObench is open-source and accessible at:
https://github.com/LabGong/SDDObench.

CGP++ : A Modern C++ Implementation of Cartesian Genetic
Programming

Roman Kalkreuth, Thomas Baeck

The reference implementation of Cartesian Genetic Program-
ming (CGP) was written in the C programming language. C
inherently follows a procedural programming paradigm, which
entails challenges in providing a reusable and scalable imple-
mentation model for complex structures and methods. More-
over, due to the limiting factors of C, the reference implemen-
tation of CGP does not provide a generic framework and is
therefore restricted to a set of predefined evaluation types. Be-
sides the reference implementation, we also observe that other
existing implementations are limited with respect to the fea-
tures provided. In this work, we therefore propose the first
version of a modern C++ implementation of CGP that pursues
object-oriented design and generic programming paradigm to
provide an efficient implementation model that can facilitate
the discovery of new problem domains and the implementa-
tion of complex advanced methods that have been proposed
for CGP over time. With the proposal of our new implementa-
tion, we aim to generally promote interpretability, accessibility
and reproducibility in the field of CGP.

Temporal True and Surrogate Fitness Landscape Analysis for
Expensive Bi-Objective Optimisation

Cedric Jakob Rodriguez, Sarah L. Thomson, Tanja Alderliesten,
Peter A.N. Bosman

Many real-world problems have expensive-to-compute fitness
functions and are multi-objective in nature. Surrogate-assisted
evolutionary algorithms are often used to tackle such problems.
Despite this, literature about analysing the fitness landscapes
induced by surrogate models is limited, and even non-existent
for multi-objective problems. This study addresses this critical
gap by comparing landscapes of the true fitness function with
those of surrogate models for multi-objective functions. More-
over, it does so temporally by examining landscape features at
different points in time during optimisation, in the vicinity of
the population at that point in time. We consider the BBOB
bi-objective benchmark functions in our experiments. The
results of the fitness landscape analysis reveals significant dif-
ferences between true and surrogate features at different time
points during optimisation. Despite these differences, the true
and surrogate landscape features still show high correlations
between each other. Furthermore, this study identifies which
landscape features are related to search and demonstrates that
both surrogate and true landscape features are capable of pre-
dicting algorithm performance. These findings indicate that
temporal analysis of the landscape features may help to facili-
tate the design of surrogate switching approaches to improve
performance in multi-objective optimisation.
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On the Investigation of Multimodal Evolutionary Algorithms
Using Search Trajectory Networks

Bao Thai Tran, Ngoc Hoang Luong

Evolutionary algorithms (EAs) are often employed to tackle
multimodal optimization (MMO), offering the possibility to
obtain multiple distinct optimal solutions in one run of the
algorithm. Nevertheless, it is challenging to analyze the be-
haviors of multimodal EAs (MEAs) due to the synergies be-
tween the global stage (typically a niching method) and the
local stage (typically a core search algorithm) that exist in most
MEAs. While Search Trajectory Networks (STNs) are a helpful
visualization tool to characterize the behaviors of EAs in ap-
proaching a single global optimum, naively applying STNs in
MMO yields unintelligible resulting graphs. We here propose
an STN variant adapted specifically for depicting the progress
of MEAs when locating the set of all global optima. Using this
multimodal STN, we carry out investigations for four MEAs cre-
ated from the combinations of two global-stage mechanisms
(i.e., uniform random restart and hill-valley clustering) and
two local-stage algorithms (i.e., an evolution strategy and a
Gaussian estimation-of-distribution algorithm). Visualization
results on 20 functions of the CEC 2013 niching benchmark
suite exhibit intrinsic capabilities of these MEAs, yielding in-
teresting explanations for their performance. Source code is
available at: https://github.com/ELO-Lab/MDSTN.

Large-Scale Benchmarking of Metaphor-Based Optimization
Heuristics

Diederick Vermetten, Carola Doerr, Hao Wang, Anna V.
Kononova, Thomas Bäck

The number of proposed iterative optimization heuristics is
growing steadily, and with this growth, there have been many
points of discussion within the wider community. One partic-
ular criticism that is raised towards many new algorithms is
their focus on metaphors used to present the method, rather
than emphasizing their potential algorithmic contributions.
Several studies into popular metaphor-based algorithms have

highlighted these problems, even showcasing algorithms that
are functionally equivalent to older existing methods. Unfor-
tunately, this detailed approach is not scalable to the whole
set of metaphor-based algorithms. Because of this, we inves-
tigate ways in which benchmarking can shed light on these
algorithms. To this end, we run a set of 294 algorithm imple-
mentations on the BBOB function suite. We investigate how
the choice of the budget, the performance measure, or other
aspects of experimental design impact the comparison of these
algorithms. Our results emphasize why benchmarking is a key
step in expanding our understanding of the algorithm space,
and what challenges still need to be overcome to fully gauge the
potential improvements to the state-of-the-art hiding behind
the metaphors.

Clustering in Dynamic Environments: A Framework for
Benchmark Dataset Generation With Heterogeneous
Changes

Danial Yazdani, Juergen Branke, Mohammad Sadegh Khorshidi,
Mohammad Nabi Omidvar, Xiaodong Li, Amir H. Gandomi, Xin
Yao

Clustering in dynamic environments is of increasing impor-
tance, with broad applications ranging from real-time data
analysis and online unsupervised learning to dynamic facility
location problems. While meta-heuristics have shown promis-
ing effectiveness in static clustering tasks, their application for
tracking optimal clustering solutions or robust clustering over
time in dynamic environments remains largely underexplored.
This is partly due to a lack of dynamic datasets with diverse,
controllable, and realistic dynamic characteristics, hindering
systematic performance evaluations of clustering algorithms in
various dynamic scenarios. This deficiency leads to a gap in our
understanding and capability to effectively design algorithms
for clustering in dynamic environments. To bridge this gap,
this paper introduces the Dynamic Dataset Generator (DDG).
DDG features multiple dynamic Gaussian components inte-
grated with a range of heterogeneous, local, and global changes.
These changes vary in spatial and temporal severity, patterns,
and domain of influence, providing a comprehensive tool for
simulating a wide range of dynamic scenarios.

Complex Systems

CS + L4EC⋆

Tuesday, July 16, 11:00–12:20 Room Room 111

Parametric-Task MAP-Elites

Timothée Anne, Jean-Baptiste Mouret

Optimizing a set of functions simultaneously by leveraging
their similarity is called multi-task optimization. Current black-
box multi-task algorithms only solve a finite set of tasks, even
when the tasks originate from a continuous space. In this pa-

per, we introduce Parametric-Task MAP-Elites (PT-ME), a new
black-box algorithm for continuous multi-task optimization
problems. This algorithm (1) solves a new task at each iteration,
effectively covering the continuous space, and (2) exploits a
new variation operator based on local linear regression. The
resulting dataset of solutions makes it possible to create a func-
tion that maps any task parameter to its optimal solution. We
show that PT-ME outperforms all baselines, including the deep
reinforcement learning algorithm PPO on two parametric-task
toy problems and a robotic problem in simulation.
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Neuron-centric Hebbian Learning

Andrea Ferigo, Elia Cunegatti, Giovanni Iacca

One of the most striking capabilities behind the learning mech-
anisms of the brain is the adaptation, through structural and
functional plasticity, of its synapses. While synapses have the
fundamental role of transmitting information across the brain,
several studies show that it is the neuron activations that pro-
duce changes on synapses. Yet, most plasticity models devised
for artificial Neural Networks (NNs), e.g., the ABCD rule, fo-
cus on synapses, rather than neurons, therefore optimizing
synaptic-specific Hebbian parameters. This approach, how-
ever, increases the complexity of the optimization process since
each synapse is associated to multiple Hebbian parameters. To
overcome this limitation, we propose a novel plasticity model,
called Neuron-centric Hebbian Learning (NcHL), where op-
timization focuses on neuron- rather than synaptic-specific
Hebbian parameters. Compared to the ABCD rule, NcHL re-
duces the parameters from 5W to 5N, being W and N the num-
ber of weights and neurons, and usually N « W. We also devise
a "weightless" NcHL model, which requires less memory by
approximating the weights based on a record of neuron activa-
tions. Our experiments on two robotic locomotion tasks reveal
that NcHL performs comparably to the ABCD rule, despite us-
ing up to 97 times less parameters, thus allowing for scalable
plasticity.

Quality with Just Enough Diversity in Evolutionary Policy
Search⋆

Paul Templier, Luca Grillotti, Emmanuel Rachelson, Dennis
George Wilson, Antoine Cully

Evolution Strategies (ES) are effective gradient-free optimiza-
tion methods that can be competitive with gradient-based ap-
proaches for policy search. ES only rely on the total episodic
scores of solutions in their population, from which they esti-
mate fitness gradients for their update with no access to true
gradient information. However this makes them sensitive to
deceptive fitness landscapes, and they tend to only explore one
way to solve a problem. Quality-Diversity methods such as
MAP-Elites introduced additional information with behavior
descriptors (BD) to return a population of diverse solutions,
which helps exploration but leads to a large part of the evalua-
tion budget not being focused on finding the best performing
solution. Here we show that behavior information can also
be leveraged to find the best policy by identifying promising
search areas which can then be efficiently explored with ES.
We introduce the framework of Quality with Just Enough Di-
versity (JEDi) which learns the relationship between behavior
and fitness to focus evaluations on solutions that matter. When
trying to reach higher fitness values, JEDi outperforms both
QD and ES methods on hard exploration tasks like mazes and
on complex control problems with large policies.
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Learning from Evolution: Improving Collective
Decision-Making Mechanisms using Insights from
Evolutionary Robotics

Tanja Katharina Kaiser

Collective decision-making enables multi-robot systems to act
autonomously in real-world environments. Existing collective
decision-making mechanisms suffer from the so-called speed
versus accuracy trade-off or rely on high complexity, e.g., by
including global communication. Recent work has shown that
more efficient collective decision-making mechanisms based
on artificial neural networks can be generated using methods
from evolutionary computation. A major drawback of these
decision-making neural networks is their limited interpretabil-
ity. Analyzing evolved decision-making mechanisms can help
us improve the efficiency of hand-coded decision-making
mechanisms while maintaining a higher interpretability. In this
paper, we analyze evolved collective decision-making mech-
anisms in detail and hand-code two new decision-making
mechanisms based on the insights gained. In benchmark ex-
periments, we show that the newly implemented collective
decision-making mechanisms are more efficient than the state-
of-the-art collective decision-making mechanisms voter model
and majority rule.

Understanding Fitness Landscapes in Morpho-Evolution via
Local Optima Networks

Sarah L. Thomson, Léni K. Le Goff, Emma Hart, Edgar
Buchanan

Morpho-Evolution (ME) refers to the simultaneous optimisa-
tion of a robots design and controller to maximise performance
given a task and environment. Many genetic encodings have
been proposed which are capable of representing design and
control. Previous research has provided empirical comparisons
between encodings in terms of their performance with respect
to an objective function and the diversity of designs that are
evaluated, however there has been no attempt to explain the
observed findings. We address this by applying Local Optima
Network (LON) analysis to investigate the structure of the fit-
ness landscapes induced by three different encodings when
evolving a robot for a locomotion task, shedding new light on
the ease by which different fitness landscapes can be traversed
by a search process. This is the first time LON analysis has been
applied in the field of ME despite its popularity in combinato-
rial optimisation domains; the findings will facilitate design of
new algorithms or operators that are customised to ME land-
scapes in the future.

Integrating Diverse Evolutionary Patterns of Collective
Animal Behaviours into a Unified Selfish Herd Model

Wen-Chi Yang
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The behavioural adaptation of group-living animals in pre-
dation has been commonly illustrated as a united resistance
against predators. However, fewer investigations have focused
on whether individual fitness always conforms to group benefit
in evolution. This study highlights the impact of individual
selection towards the evolution of collective patterns, treat-
ing prey as purely egoistic agents unconcerned with predator
fitness. Utilising the game-theoretic framework and computa-
tional approaches, we identify evolutionarily stable strategies
and collective patterns under a complete range of environmen-
tal risk distributions. Our findings reveal that collective motion
in groups is stable only when leaders face greater danger than
followers. Additionally, we observe that the selfish herd sce-
nario, both with and without crowding effects, is consistent
with our results. Surprisingly, collective motion can also be sta-
ble in less commonly mentioned scenarios, like when the group
centre is at more risk than the border. These findings imply
that certain natural animal behaviours may be driven solely by
individual selection, with minimal influence from higher-level
mechanisms, redefining our understanding of group dynamics
in predation.

Evolving Hierarchical Neural Cellular Automata

Kameron Bielawski, Nate Gaylinn, Cameron Lunn, Kevin Motia,
Joshua Bongard

Much is unknown about how living systems grow into, coor-
dinate communication across, and maintain themselves as
hierarchical arrangements of semi-independent cells, tissues,
organs, and entire bodies, where each component at each level
has its own goals and sensor, motor, and communication ca-
pabilities. Similar uncertainty surrounds exactly how selection
acts on the components across these levels. Finally, growing
interest in viewing intelligence not as something localized to
the brain but rather distributed across biological hierarchies
has renewed investigation into the nature of such hierarchies.
Here we show that organizing neural cellular automata (NCAs)
into a hierarchical structure can improve the ability to evolve
them to perform morphogenesis and homeostasis, compared
to non-hierarchical NCAs. The increased evolvability of hier-
archical NCAs (HNCAs) compared to non-hierarchical NCAs
suggests an evolutionary advantage to the formation and uti-
lization of higher-order structures, across larger spatial scales,
for some tasks, and suggests new ways to design and optimize
NCA models and hierarchical arrangements of robots. The
results presented here demonstrate the value of explicitly in-
corporating hierarchical structure into systems that must grow
and maintain complex patterns. The introduced method may
also serve as a platform to further investigate the evolutionary
dynamics of multiscale systems.

Evolutionary Combinatorial Optimization and Metaheuristics
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Learning Descriptors for Novelty-Search Based Instance
Generation via Meta-evolution

Alejandro Marrero, Eduardo Segredo, Coromoto León, Emma
Hart

The ability to generate example instances from a domain is
important in order to benchmark algorithms and to generate
data that covers an instance-space in order to train machine-
learning models for algorithm selection. Quality-Diversity (QD)
algorithms have recently been shown to be effective in gener-
ating diverse and discriminatory instances with respect to a
portfolio of solvers in various combinatorial optimisation do-
mains. However these methods all rely on defining a descriptor
which defines the space in which the algorithm searches for
diversity: this is usually done manually defining a vector of
features relevant to the domain. As this is a limiting factor
in the use of QD methods, we propose a meta-QD algorithm
which uses an evolutionary algorithm to search for a non-linear
2D projection of an original feature-space such that applying
novelty-search method in this space to generate instances im-
proves the coverage of the instance-space. We demonstrate the
effectiveness of the approach by generating instances from the
Knapsack domain, showing the meta-QD approach both gen-

erates instances in regions of an instance-space not covered by
other methods, and also produces significantly more instances.

Classical Thermodynamics-based Parallel Annealing
Algorithm for High-speed and Robust Combinatorial
Optimization

Kyo Kuroki, Satoru Jimbo, Thiem Van Chu, Masato Motomura,
Kazushi Kawamura

In recent years, quantum annealing has triggered active re-
search on annealing methods for solving various combinato-
rial optimization problems (COPs) by mapping them to the
Ising model based on spin glass theory. In particular, parallel
annealing algorithms (PAAs) that can update all variables si-
multaneously attract attention due to fast optimization using
parallel computers, either as an extension of Simulated An-
nealing rooted in classical thermodynamics or as a quantum-
inspired algorithm. However, both types of PAAs face their
own challenges. The classical thermodynamics-based PAAs (c-
PAAs) perform inferior to the quantum-inspired PAAs (q-PAAs),
whereas the q-PAAs require more parameters to be tuned than
the c-PAAs. This paper proposes a new c-PAA based on Mean
Field Annealing, which has the unique feature of updating ana-
log variables deterministically. The proposed PAA achieves
high speed and robustness despite fewer parameters than the
q-PAAs, which means the proposed PAA breaks through the
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challenges of conventional PAAs. We demonstrate its perfor-
mance through experiments on four types of COPs: Maximum
Cut Problem, Graph Coloring Problem, Maximum Indepen-
dent Set Problem, and Traveling Salesman Problem. These
results imply that unless a real physical phenomenon is used,
quantum-inspired algorithms cannot be considered superior
to classical thermodynamics-based algorithms.

Effective 2- and 3-Objective MOEA/D Approaches for the
Chance Constrained Knapsack Problem

Ishara Hewa Pathiranage, Frank Neumann, Denis Antipov,
Aneta Neumann

Optimizing real-world problems often involves decision-
making under uncertainty due to the presence of unknown or
uncontrollable variables. Chance-constraints allow to model
the optimization problem with stochastic components by en-
suring the probabilistic constraint is satisfied with high prob-
ability. Multi-objective evolutionary algorithms (MOEAs) are
successfully applied to chance constrained optimization prob-
lems to achieve high-quality results. Most of these algorithms
are based on Pareto dominance for measuring the quality of
solutions during their search. A very few algorithms are based
on the decomposition approach which tries to optimize the ag-
gregations of the objectives. Among them, multi-objective evo-
lutionary algorithm based on decomposition (MOEA/D) is one
of the efficient MOEAs which decomposes the multi-objective
optimization problems (MOPs) into a number of scalar opti-
mization problems and then optimizes these sub-problems
simultaneously. In this paper, we investigate the effectiveness
of the MOEA/D algorithm when solving 2- and 3-objective
formulations of the chance constrained knapsack problem,
where the weights of each item are stochastic. We compare its
performance with global simple evolutionary multi-objective
optimizer (GSEMO) across various benchmark scenarios. Over-
all, we demonstrate that the MOEA/D achieved high-quality
solutions with lower computational complexity.

Multi-Objective Evolutionary Algorithm with Sliding Window
Selection for the Dynamic Chance-Constrained Knapsack
Problem

Kokila Kasuni Perera, Aneta Neumann

Evolutionary algorithms are particularly effective for optimi-
sation problems with dynamic and stochastic components.
We propose multi-objective evolutionary approaches for the
knapsack problem with stochastic profits under static and dy-
namic weight constraints. The chance-constrained problem
model allows us to effectively capture the stochastic profits and
associate a confidence level to the solutions’ profits. We con-
sider a bi-objective formulation that maximises expected profit
and minimises variance, which allows optimising the problem
independent of a specific confidence level on the profit. We
derive a three-objective formulation by relaxing the weight con-
straint into an additional objective. We consider the GSEMO
algorithm with standard and a sliding window-based parent

selection to evaluate the objective formulations. Moreover, we
modify fitness formulations and algorithms for the dynamic
problem variant to store some infeasible solutions to cater to
future changes. We conduct experimental investigations on
both problems using the proposed problem formulations and
algorithms. Our results show that three-objective approaches
outperform approaches that use bi-objective formulations, and
they further improve when GSEMO uses sliding window selec-
tion.
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Heuristic Initialization and Knowledge-based Mutation for
Large-Scale Multi-Objective 0-1 Knapsack Problems

Cheng Gong, Yang Nan, Lie Meng Pang, Qingfu Zhang, Hisao
Ishibuchi

Recently, there has been a growing interest in large-scale multi-
objective optimization problems within the evolutionary mul-
tiobjective optimization (EMO) community. These problems
involve hundreds or thousands of decision variables and mul-
tiple conflicting objectives, which pose significant challenges
for conventional EMO algorithms (EMOAs). It is generally be-
lieved that EMOAs have difficulty in efficiently finding good
non-dominated solutions as the number of decision variables
increases. To address this issue, in this paper, we propose
a novel method that incorporates heuristic initialization and
knowledge-based mutation into EMOAs for solving large-scale
multi-objective 0-1 knapsack problems. Various large-scale
multi-objective 0-1 knapsack problems with an arbitrary num-
ber of constraints are generated as test problems to evaluate
the effectiveness of the proposed method. Experimental re-
sults show that the proposed novel initialization and mutation
method significantly improves the performance of the original
EMOAs in terms of both the convergence speed in early gener-
ations and the quality of the final population.

Large Language Models for the Automated Analysis of
Optimization Algorithms

Camilo Chacón Sartori, Christian Blum, Gabriela Ochoa

The ability of Large Language Models (LLMs) to generate high-
quality text and code has fuelled their rise in popularity. In this
paper, we aim to demonstrate the potential of LLMs within the
realm of optimization tools by integrating them into STNWeb,
the web-based tool for the generation of Search Trajectory Net-
works (STNs), which are visualizations of optimization algo-
rithm behavior. Although visualizations produced by STNWeb
can be very informative for algorithm designers, they often
require a certain level of prior knowledge in order to be inter-
preted. In an attempt to bridge this knowledge gap, we have
incorporated LLMs, specifically GPT-4, into STNWeb to pro-
duce extensive written reports, complemented by automati-
cally generated plots, thereby enhancing the user experience
and reducing the barriers to the adoption of this tool by the
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research community. Moreover, our approach can be expanded
to include other tools in operational research, showcasing the
versatility and potential of LLMs in this field.

Optimization through Iterative Smooth Morphological
Transformations

Valentino Santucci, Marco Baioletti, Marco Tomassini

In this paper, we introduce SMorph, a new methodology for
combinatorial optimization that works in the instance space
of the problem at hand. Indeed, given the problem instance
to solve, SMorph builds a simplified instance whose optimum
is easy to locate, then it iteratively evolves this instance to-
wards the target one by alternating two steps: optimization
and smooth transformation of the current instance. The knowl-
edge acquired in each iteration is transferred to next one, while
the entire process is designed with the aim of improving the
last optimization step. Although the abstract search scheme
of SMorph is general enough to be instantiated for a variety of
combinatorial optimization problems, here we present an im-
plementation for the well-known Linear Optimization Problem
(LOP). Experiments have been conducted on a set of commonly
adopted benchmark instances of the LOP, and the results vali-
date the proposed approach.

The Chance Constrained Travelling Thief Problem: Problem
Formulations and Algorithms

Thilina Pathirage Don, Aneta Neumann, Frank Neumann

The travelling thief problem (TTP) is a multi-component com-
binatorial optimization problem that has gained significant
attention in the evolutionary computation and heuristic search
literature. In this paper, we introduce the chance constrained
TTP which involves stochastic weights. Our problem formu-
lation captures the stochastic aspect of the knapsack in the
form of a chance constraint. Such a constraint can only be
violated with a small probability. We introduce surrogate and
sampling-based approaches for the chance constrained TTP
to optimize the expected objective score under the condition
that the solution is feasible with a high probability. We use
these approaches to evaluate the feasibility of solutions and in-
corporate our approaches into high-performing algorithms for
deterministic TTP. In our experimental investigations, we com-
pare the performance of these algorithms and show the impact
of uncertainty in connection with the underlying stochastic
model.
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Efficient Multi-Fidelity Neural Architecture Search with
Zero-Cost Proxy-Guided Local Search⋆

Quan Minh Phan, Ngoc Hoang Luong

Using zero-cost (ZC) metrics as proxies for network perfor-
mance in Neural Architecture Search (NAS) allows search al-
gorithms to thoroughly explore the architecture space due to

their low computing costs. Nevertheless, recent studies indi-
cate that relying exclusively on ZC proxies appears to be less
effective than using traditional training-based metrics, such
as validation accuracy, in seeking high-performance networks.
In this study, we investigate the effectiveness of ZC proxies by
taking a deeper look into fitness landscapes of ZC proxy-based
local searches by utilizing Local Optima Networks (LONs). Our
findings exhibit that ZC proxies having high correlation with
network performance do not guarantee finding top-performing
architectures, and ZC proxies with low correlations could still
be better in certain situations. Our results further consolidate
the suggestion of favoring training-based metrics over ZC prox-
ies as the search objective. Although we could figure out archi-
tectures having the optimal ZC proxy scores, their true perfor-
mance is often poor. We then propose the Multi-Fidelity Neural
Architecture Search (MF-NAS) framework that makes use of the
efficiency of ZC proxies and the efficacy of training-based met-
rics. Experimental results on a wide range of NAS benchmarks
demonstrate the superiority of our MF-NAS to state-of-the-art
methods under a strict budget.

Letting a Large Neighborhood Search for an Electric
Dial-A-Ride Problem Fly: On-The-Fly Charging Station
Insertion⋆

Maria Bresich, Günther R. Raidl, Steffen Limmer

We consider the electric autonomous dial-a-ride problem (E-
ADARP), a challenging extension of the dial-a-ride problem
with the goal of finding minimum cost routes serving given
transportation requests with a fleet of electric and autonomous
vehicles (EAVs). Special emphasis lies on the minimization
of user excess ride time under consideration of the charging
requirements of the EAVs while constraints regarding, for exam-
ple, user ride times and time windows have to be satisfied. We
propose a novel large neighborhood search (LNS) approach for
the E-ADARP employing the concept of battery-restricted frag-
ments for route representation and efficient cost computations.
For the charging of the EAVs, the scheduling, and route evalua-
tion, we introduce two approaches where one deals with these
challenges separately and one provides a combined approach.
The first approach uses dedicated LNS operators and a forward
labeling algorithm whereas the latter employs a novel route
evaluation procedure for inserting charging stops on-the-fly as
needed. The performance of our LNS-based algorithms is eval-
uated on common benchmark instances and results show that
especially the approach with the on-the-fly insertion almost
consistently outperforms former state-of-the-art techniques,
finding new best-known solutions for many instances.

Superior Genetic Algorithms for the Target Set Selection
Problem Based on Power-Law Parameter Choices and Simple
Greedy Heuristics⋆

Benjamin Doerr, Martin S. Krejca, Nguyen Vu

The target set selection problem (TSS) asks for a set of vertices
such that an influence spreading process started in these ver-
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tices reaches the whole graph. The current state of the art for
this NP-hard problem are three recently proposed randomized
search heuristics, namely a biased random-key genetic algo-
rithm (BRKGA) obtained from extensive parameter tuning, a
max-min ant system (MMAS), and a MMAS using Q-learning
with a graph convolutional network. We show that the BRKGA
with two simple modifications and without the costly parame-
ter tuning obtains significantly better results. Our first modifi-
cation is to simply choose all parameters of the BRKGA in each
iteration randomly from a power-law distribution. The result-
ing parameterless BRKGA is already competitive with the tuned
BRKGA, as our experiments on the previously used benchmarks
show. We then add a natural greedy heuristic, namely to repeat-
edly discard small-degree vertices that are not necessary for
reaching the whole graph. The resulting algorithm consistently
outperforms all of the state-of-the-art algorithms. Besides pro-
viding a superior algorithm for the TSS problem, this work
shows that randomized parameter choices and elementary
greedy heuristics can give better results than complex algo-
rithms and costly parameter tuning.
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An Adaptive Interactive Routing-Packing Strategy for Split
Delivery Vehicle Routing Problem with 3D Loading
Constraints

Han Zhang, Qing Li, Xin Yao

The split delivery vehicle routing problem with threedimen-
sional loading constraints (3L-SDVRP) extends the traditional
capacitated vehicle routing problem by integrating vehicle rout-
ing and three-dimensional packing, thus increasing the overall
complexity of the problem. The interaction between routing
and packing is crucial to the efficacy of any solution method
for 3L-SDVRP. However, conventional approaches such as pack-
ing first routing second (P1R2) and routing first packing sec-
ond (R1P2) exhibit limitations in computational efficiency and
adaptability. Based on current strategies, we propose a routing-
packing interactive strategy that adaptively decides between
loading a single node or two nodes together during the routing.
By allowing independent node loading, our method enables
the generation of a loading plan prior to routing, thereby elimi-
nating the need for repetitive solving packing sub-probleman
advantage similar to the P1R2 paradigm. Conversely, loading
two nodes together requires immediate packing adjustments
and helps to reduce the number of vehicles neededa benefit
akin to the R1P2. Our strategy integrates the strengths of both
P1R2 and R1P2, thereby achieving enhanced loading flexibility

and computational efficiency. Experimental results demon-
strate that our methodology outperforms existing strategies
regarding vehicle count.

An Extension of STNWeb Functionality: On the Use of
Hierarchical Agglomerative Clustering as an Advanced
Search Space Partitioning Strategy

Camilo Chacón Sartori, Christian Blum, Gabriela Ochoa

Search Trajectory Networks (STNs) serve as a tool for visualiz-
ing algorithm behavior within the realm of optimization prob-
lems. Despite their user-friendly nature, challenges arise in
obtaining interpretable plots, for example, in the case of opti-
mization problems with large solutions or many dimensions.
To address this, we have introduced a new search space parti-
tioning strategy utilizing hierarchical agglomerative clustering.
This enhanced strategy, now available in STNWeb, the web ver-
sion of STNs, produces plots that are easier to interpret than
those produced by existing search space partitioning strategies.
This facilitates an improved understanding of algorithm perfor-
mance in complex scenarios.

Generalised Kruskal Mutation for the Multi-Objective
Minimum Spanning Tree Problem

Jakob Bossek, Christian Grimme

Approximating the Pareto-set of the multi-objective minimum
spanning tree problem (moMST) is a challenging task, which
was tackled multiple times over the last decades, also by apply-
ing evolutionary approaches. A very recent work introduced
two novel and strongly problem-tailored sub-graph based mu-
tation operators embedded in NSGA-II. The authors show that
these operators excel on a large set of problem instances in
terms of convergence speed and approximation quality. Es-
sentially, these operators replace sub-trees of solution candi-
dates by applying Kruskal’s well-known MST algorithm to a
sub-graph of the input graph reduced to scalar edge weights
via weighted-sum scalarisation. This work changes the perspec-
tive on the working principle of these operators and proposes a
more general construction framework. We show that the before
mentioned operators can be embedded into this framework,
which ’rewires’ sub-trees using a generalisation of Kruskal’s al-
gorithm. Additionally, we introduce several improvements to
the operators reducing their running time significantly without
deteriorating their effectiveness, introduce a novel mutation
operator, which utilises the framework in an insertion-first ap-
proach (contrary to the other operators), and derive theoretical
runtime bounds for all considered operators. A short bench-
mark study demonstrates the effectiveness of the introduced
approach.

Evolutionary Machine Learning
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Semantically Rich Local Dataset Generation for Explainable
AI in Genomics

Pedro Barbosa, Rosina Savisaar, Alcides Fonseca

Black box deep learning models trained on genomic sequences
excel at predicting the outcomes of different gene regulatory
mechanisms. Therefore, interpreting these models may pro-
vide novel insights into the underlying biology, supporting
downstream biomedical applications. Due to their complex-
ity, interpretable surrogate models can only be built for local
explanations (e.g., a single instance). However, accomplishing
this requires generating a dataset in the neighborhood of the
input, which must maintain syntactic similarity to the original
data while introducing semantic variability in the model’s pre-
dictions. This task is challenging due to the complex sequence-
to-function relationship of DNA. We propose using Genetic
Programming to generate datasets by evolving perturbations
in sequences that contribute to their semantic diversity. Our
custom, domain-guided individual representation effectively
constrains syntactic similarity, and we provide two alterna-
tive fitness functions that promote diversity with no computa-
tional effort. Applied to the RNA splicing domain, our approach
quickly achieves good diversity and significantly outperforms
a random baseline in exploring the search space, as shown by
our proof-of-concept, short RNA sequence. Furthermore, we
assess its generalizability and demonstrate scalability to larger
sequences, resulting in a 30% improvement over the baseline.

Runtime Analysis of Population-based Evolutionary Neural
Architecture Search for a Binary Classification Problem

Zeqiong Lv, Chao Bian, Chao Qian, Yanan Sun

Evolutionary neural architecture search (ENAS) employs evo-
lutionary techniques, e.g., evolutionary algorithm (EA), to de-
sign high-performing neural network architectures, and has
achieved great success. However, compared to the application,
its theoretical analysis is still in its infancy and only touches
the ENAS without populations. In this work, we consider the
(µ+λ)-ENAS algorithm (based on a general population-based
EA with mutation only, i.e., (µ+λ)-EA) to find an optimal neural
network architecture capable of solving a binary classification
problem UNIFORM (with problem size n), and obtain the fol-
lowing mathematical runtime results: 1) by applying a local
mutation, it can find the optimum in an expected runtime of
O(µ+nλ/(1−e−λ/µ)) andΩ(µ+nλ/(1−e−λ)); 2) by applying
a global mutation, it can find the optimum in an expected run-
time of O(µ+λcλn/(1−e−λ/µ)), andΩ(µ+λn lnlnn/lnn) for
some constant c > 1. The derived results reveal that the (µ+λ)-
ENAS algorithm is always not asymptotically faster than (1+1)-
ENAS on the UNIFORM problem when λ ∈ω(lnn/(lnlnn)). The
concrete theoretical analysis and proof show that increasing
the population size has the potential to increase the runtime

and thus should be carefully considered in the ENAS algorithm
setup.

Towards Multi-Morphology Controllers with Diversity and
Knowledge Distillation

Alican Mertan, Nick Cheney

Finding controllers that perform well across multiple mor-
phologies is an important milestone for large-scale robotics,
in line with recent advances via foundation models in other
areas of machine learning. However, the challenges of learning
a single controller to control multiple morphologies make the
‘one robot one task’ paradigm dominant in the field. To allevi-
ate these challenges, we present a pipeline that: (1) leverages
Quality Diversity algorithms like MAP-Elites to create a dataset
of many single-task/single-morphology teacher controllers,
then (2) distills those diverse controllers into a single multi-
morphology controller that performs well across many differ-
ent body plans by mimicking the sensory-action patterns of the
teacher controllers via supervised learning. The distilled con-
troller scales well with the number of teachers/morphologies
and shows emergent properties. It generalizes to unseen mor-
phologies in a zero-shot manner, providing robustness to mor-
phological perturbations and instant damage recovery. Lastly,
the distilled controller is also independent of the teacher con-
trollers – we can distill the teachers knowledge into any con-
troller model, making our approach synergistic with architec-
tural improvements and existing training algorithms for teacher
controllers.

Nature-inspired Preference Learning Algorithms Using the
Choquet Integral

Michał Wójcik, Miłosz Kadziński

We introduce various algorithms for learning the parameters of
a threshold-based sorting procedure powered by the Choquet
integral. This model accounts for interactions between mono-
tonic criteria and facilitates categorizing decision alternatives
into predefined, preferentially ordered classes. We focus on
developing heuristic preference learning methods capable of
efficiently processing large datasets of classification examples.
Specifically, we utilize Local Search, Simulated Annealing, and
nature-inspired approaches such as Genetic Algorithm, Fish
School Search, and Particle Swarm Optimization. We demon-
strate the effectiveness of the proposed model through a case
study. Additionally, we present an experimental comparison of
the recommendation accuracy achieved by these algorithms
on a suite of benchmark sorting problems.
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NEvoFed: A Decentralized Approach to Federated
NeuroEvolution of Heterogeneous Neural Networks⋆

Leonardo Lucio Custode, Ivanoe De Falco, Antonio Della
Cioppa, Giovanni Iacca, Umberto Scafuri
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In the past few years, Federated Learning (FL) has emerged
as an effective approach for training neural networks (NNs)
over a computing network while preserving data privacy. Most
of the existing FL approaches require the user to define a pri-
ori the same structure for all the NNs running on the clients,
along with an explicit aggregation procedure. This can be a
limiting factor in cases where pre-defining such algorithmic de-
tails is difficult. To overcome these issues, we propose a novel
approach to FL, which leverages Neuroevolution running on
the clients. This implies that the NN structures may be differ-
ent across clients, hence providing better adaptation to the
local data. Furthermore, in our approach, the aggregation is
implicitly accomplished on the client side by exploiting the
information about the models used on the other clients, thus
allowing the emergence of optimal NN architectures without
needing an explicit aggregation. We test our approach on three
datasets, showing that very compact NNs can be obtained with-
out significant drops in performance compared to canonical
FL. Moreover, we show that such compact structures allow for
a step towards explainability, which is highly desirable in do-
mains such as digital health, from which the tested datasets
come.

Survival-LCS: A Rule-Based Machine Learning Approach to
Survival Analysis⋆

Alexa A. Woodward, Harsh Bandhey, Jason H. Moore, Ryan J.
Urbanowicz

Survival analysis is a critical aspect of modeling time-to-event
data in fields such as epidemiology, engineering, and econo-
metrics. Traditional survival methods rely heavily on assump-
tions and are limited in their application to real-world datasets.
To overcome these challenges, we introduce the survival learn-
ing classifier system (Survival-LCS) as a more flexible approach.
Survival-LCS extends the capabilities of ExSTraCS, a rule-based
machine learning algorithm optimized for biomedical applica-
tions, to handle survival (time-to-event) data. In addition to
accounting for rightcensored observations, Survival-LCS han-
dles multiple feature types and missing data, and makes no
assumptions about baseline hazard or survival distributions.
As proof of concept, we evaluated the Survival-LCS on simu-
lated genetic survival datasets of increasing complexity derived
from the GAMETES software. The four genetic models included
univariate, epistatic, additive, and heterogeneous models, sim-
ulated across a range of censoring proportions, minor allele
frequencies, and number of features. The results of this sen-
sitivity analysis demonstrated the ability of Survival-LCS to
identify complex patterns of association in survival data. Us-
ing the integrated Brier score as the key performance metric,
Survival-LCS demonstrated reliable survival time and distri-
bution predictions, potentially useful for clinical applications
such as informing self-controls in clinical trials.

Informed Diversity Search for Learning in Asymmetric
Multiagent Systems⋆

Gaurav Dixit, Kagan Tumer

To coordinate in multiagent settings, asymmetric agents
(agents with distinct objectives and capabilities) must learn
diverse behaviors that allow them to maximize their individual
and team objectives. Hierarchical learning techniques partially
address this by leveraging a combination of Quality-Diversity
to learn diverse agent-specific behaviors and evolutionary op-
timization to maximize team objectives. However, isolating
diversity search from team optimization is prone to produc-
ing egocentric behaviors that have misaligned objectives. This
work introduces Diversity Aligned Island Model (DA-IM), a co-
evolutionary framework that fluidly adapts diversity search to
focus on behaviors that yield high fitness teams. An evolu-
tionary algorithm evolves a population of teams to optimize
the team objective. Concurrently, a combination of gradient-
based optimizers utilize experiences collected by the teams to
reinforce agent-specific behaviors and selectively mutate them
based on their fitness on the team objective. Periodically, the
mutated policies are added to the evolutionary population to
inject diversity and to ensure alignment between the two pro-
cesses. Empirical evaluations on two asymmetric coordination
problems with varying degrees of alignment highlight DA-IM’s
ability to produce diverse behaviors that outperform existing
population-based diversity search methods.
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Using Bayesian Optimization to Improve Hyperparameter
Search in TPOT

Angus Kenny, Tapabrata Ray, Steffen Limmer, Hemant Kumar
Singh, Tobias Rodemann, Markus Olhofer

Automated machine learning (AutoML) has emerged as a piv-
otal tool for applying machine learning (ML) models to real-
world problems. Tree-based pipeline optimization tool (TPOT)
is an AutoML framework known for effectively solving com-
plex tasks. TPOTs search involves two fundamental objectives:
finding optimal pipeline structures (i.e., combinations of ML
operators) and identifying suitable hyperparameters for these
structures. While its use of genetic programming enables TPOT
to excel in structural search, its hyperparameter search, in-
volving discretization and random selection from extensive po-
tential value ranges, can be computationally inefficient. This
paper presents a novel methodology that heavily restricts the
initial hyperparameter search space, directing TPOT’s focus
towards structural exploration. As the search evolves, Bayesian
optimization (BO) is used to refine the hyperparameter space
based on data from previous pipeline evaluations. This method
leads to a more targeted search, crucial in situations with lim-
ited computational resources. Two variants of this approach
are proposed and compared with standard TPOT across six
datasets, with up to 20 features and 20,000 samples. The re-
sults show the proposed method is competitive with canonical
TPOT, and outperforms it in some cases. The study also pro-
vides new insights into the dynamics of pipeline structure and
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hyperparameter search within TPOT.

EZUAS: Evolutionary Zero-shot U-shape Architecture Search
for Medical Image Segmentation

Jiahong Wei, Bing Xue, Mengjie Zhang

Recently, deep learning-based methods have become the main-
stream for medical image segmentation. Since manually de-
signing deep neural networks (DNNs) is laborious and time-
consuming, neural architecture search (NAS) becomes a popu-
lar stream for automatically designing DNNs for medical image
segmentation. However, existing NAS work for medical im-
age segmentation is still computationally expensive. Given
the limited computation power, it is not always applicable to
search for a well-performing model from an enlarged search
space. In this paper, we propose EZUAS, a novel method of
evolutionary zero-shot NAS for medical image segmentation,
to address these issues. First, a new search space is designed
for the automated design of DNNs. A genetic algorithm (GA)
with an aligned crossover operation is then leveraged to search
the network architectures under the model complexity con-
straints to get performant and lightweight models. In addition,
a variable-length integer encoding scheme is devised to en-
code the candidate U-shaped DNNs with different stages. We
conduct experiments on two commonly used medical image
segmentation datasets to verify the effectiveness of the pro-
posed EZUAS. Compared with the state-of-the-art methods,
the proposed method can find a model much faster (about
0.04 GPU day) and achieve the best performance with lower
computational complexity.

Multi-Objective Evolutionary Hindsight Experience Replay
for Robot Manipulation Tasks

Erdi Sayar, Giovanni Iacca, Alois Knoll

Reinforcement learning (RL) algorithms often face challenges
in efficiently learning effective policies for sparse-reward multi-
goal robot manipulation tasks, thus requiring a vast amount of
experiences. The state-of-the-art algorithm in the field, Hind-
sight Experience Replay (HER), addresses this issue by using
failed trajectories and replacing the desired goal with hind-
sight goals. However, HER performs poorly when the desired
goal is distant from the initial state. To address this limitation,
Hindsight Goal Generation (HGG) has been proposed, which
generates a curriculum of goals from already visited states. This
curriculum generation is based on a single objective, and does
not take obstacles into account. Here, we make a step forward
by proposing Multi-Objective Evolutionary Hindsight Experi-
ence Replay (MOEHER), a novel curriculum RL algorithm that
reformulates curriculum generation considering multiple ob-
jectives and obstacles. MOEHER utilizes NSGA-II to generate
a curriculum that is optimized w.r.t. four objectives, namely
the Q-function, the goal-proximity function, and two distance
metrics, while simultaneously satisfying constraints on the ob-
stacles. We evaluate MOEHER on four different sparse-reward

robot manipulation tasks, with and without obstacles, and com-
pare it with HER and HGG. The results demonstrate that MOE-
HER surpasses or performs on par with these methods on the
tested tasks.

Multi-objective evolutionary GAN for tabular data synthesis

Nian Ran, Bahrul Ilmi Nasution, Claire Little, Richard All-
mendinger, Mark Elliot

Synthetic data has a key role to play in data sharing by statisti-
cal agencies and other generators of statistical data products.
Generative Adversarial Networks (GANs), typically applied to
image synthesis, are also a promising method for tabular data
synthesis. However, there are unique challenges in tabular data
compared to images, eg tabular data may contain both con-
tinuous and discrete variables and conditional sampling, and,
critically, the data should possess high utility and low disclo-
sure risk (the risk of re-identifying a population unit or learn-
ing something new about them), providing an opportunity for
multi-objective (MO) optimization. Inspired by MO GANs for
images, this paper proposes a smart MO evolutionary condi-
tional tabular GAN (SMOE-CTGAN). This approach models
conditional synthetic data by applying conditional vectors in
training, and uses concepts from MO optimisation to balance
disclosure risk against utility. Our results indicate that SMOE-
CTGAN is able to discover synthetic datasets with different risk
and utility levels for multiple national census datasets. We also
find a sweet spot in the early stage of training where a compet-
itive utility and extremely low risk are achieved, by using an
Improvement Score. The full code can be downloaded from
github https://github.com/HuskyNian/SMO_EGAN_pytorch.
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A Phenotypic Learning Classifier System for Problems with
Continuous Features

Yi Liu, Yu Cui, Wen Cheng, Will Neil Browne, Bing Xue,
Chengyuan Zhu, Yiding Zhang, Mingkai Sheng, Lingfang Zeng

Over the past four decades, Learning Classifier Systems (LCSs)
have faced challenges in producing accurate and interpretable
models for domains with continuous features, mainly due to
the irrelevance issue caused by genotypic methods. These
methods directly modify genotypes (conditions), leading to
the creation of irrelevant rules. Phenotypic LCSs, which first
modify a rule’s phenotype (covered instance set) before altering
its genotype, can avoid this issue. However, previous pheno-
typic LCSs struggle with overfitting, resulting in lower testing
performance. In response, we propose a novel phenotypic LCS
featuring innovations: 1) a heterogeneous phenotype approach
in the rule discovery mechanism to alleviate overfitting, and 2)
Informed Mutation leverages the inherent neighbouring of sim-
ilar instances to enhance rule generalization, thereby improv-
ing model interpretability. The proposed LCS demonstrates
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its success with superior testing performance and more inter-
pretable models in all experiments compared to other LCSs.
Notably, in a problem with 2048 features, the proposed LCS
model outperformed the genotypic UCS by achieving a 97.4%
testing accuracy with just 13 rules, compared to the UCS’s 9961
rules but only 49.9% accuracy.

Evolutionary Multitasking with Two-level Knowledge
Transfer for Multi-view Point Cloud Registration

Hangqi Ding, Haoran Xu, Yue Wu, Hao Li, Maoguo Gong, Wen-
ping Ma, Qiguang Miao, Jiao Shi, Yu Lei

Point cloud registration is a hot research topic in the field of
computer vision. In recent years, the registration method based
on evolutionary computation has attracted more and more at-
tention because of its robustness to initial pose and flexibility
of objective function design. However, most of the current evo-
lutionary computation-based point cloud registration methods
do not take into account the multi-view problem, that is, to
capture the close relationship between point clouds from dif-
ferent perspectives. We fully realize that if these relations are
used correctly, the registration performance can be improved.
Therefore, this paper proposes an evolutionary multitasking
multi-view point cloud registration method, which solves the
problem of multi-view error accumulation. To ensure the unity
of global and local, a two-level knowledge transfer strategy
is proposed, which divides the multi-view point cloud regis-
tration task into two levels. This strategy unifies the search
space of two registration tasks, solves the negative transfer
phenomenon, and avoids the problem of falling into local op-
timum. Finally, the effectiveness of the method is verified by
sufficient experiments. This method has strong robustness to
noise and outliers, and can be effectively implemented in vari-
ous registration scenarios.

Cooperative Coevolutionary Spatial Topologies for
Autoencoder Training

Erik Hemberg, Una-May O’Reilly, Jamal Toutouh

Training autoencoders is non-trivial. Convergence to the iden-
tity function or overfitting are common pitfalls. To more ro-
bustly train autoencoders, we introduce a novel cooperative
coevolutionary algorithm that exploits a spatial topology. We
investigate the impact of algorithm parameters and design
choices on the performance. On a simple tunable benchmark
problem we observe that the performance can be improved
over that of an conventionally trained autoencoder. However
the training convergence can be slow, despite the the final
model performance being competitive with a conventional au-
toencoder.

Learning Aligned Local Evaluations For Better Credit
Assignment In Cooperative Coevolution

Joshua Cook, Kagan Tumer

Cooperative coevolutionary algorithms prove effective in solv-
ing tasks that can be easily decoupled into subproblems. When

applied to problems with high coupling (where the fitness de-
pends heavily on specific joint actions), evolution is often sti-
fled by the credit assignment problem. This is due to each
agent evolving their policy using a shared evaluation function
that is sensitive to the noise of all other agents’ actions. Us-
ing fitness critics alleviates this problem by approximating a
local model of an agents contribution and using that signal
as a fitness function. However, fitness critics suffer when the
quality of the local approximation degrades. In this work, we
present Global Aligned Local Error (GALE), a loss function that
generates better credit-assigning local evaluations that aim to
maximize the alignment of the local and global evaluations. In
a multiagent exploration domain, we show GALE’s ability to
learn better credit assignment, which leads to improved team-
ing behavior.
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Influence Based Fitness Shaping for Coevolutionary Agents

Everardo Gonzalez, Siddarth Viswanathan, Kagan Tumer

Coevolving cooperative teams creates a challenging joint-
action discovery problem because fitness functions generally
evaluate team performance rather than individual agent per-
formance. Feedback "sparsity" where agents only receive feed-
back when they jointly stumble upon a valuable action com-
pounds this problem. Fitness shaping techniques alleviate this
problem by extracting agent contributions and providing step-
ping stone incentives in sparse feedback settings. However,
such techniques require agents to make direct and measurable
impacts to system performance. If agents have indirect im-
pacts, such as influencing other agents to accomplish tasks,
existing shaping methods fail to provide adequate feedback. In
this work, we introduce Influence Based Fitness Shaping (IBFS)
to capture and incentivize indirect impacts. IBFS extracts an
agent’s impact based on how it influences other agents and
guides exploration towards influencing actions in sparse feed-
back settings. Our results in a multiagent shepherding problem
show that IBFS outperforms standard fitness shaping, and the
gains increase when feedback becomes sparser.

LLM Guided Evolution - The Automation of Models
Advancing Models

Clint Max Morris, Michael Jurado, Jason P. Zutty

In the realm of machine learning, traditional model develop-
ment and automated approaches like AutoML typically rely on
layers of abstraction, such as tree-based or Cartesian genetic
programming. Our study introduces "Guided Evolution" (GE),
a novel framework that diverges from these methods by utiliz-
ing Large Language Models (LLMs) to directly modify code. GE
leverages LLMs for a more intelligent, supervised evolutionary
process, guiding mutations and crossovers. Our unique "Evo-
lution of Thought" (EoT) technique further enhances GE by
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enabling LLMs to reflect on and learn from the outcomes of pre-
vious mutations. This results in a self-sustaining feedback loop
that augments decision-making in model evolution. GE main-
tains genetic diversity, crucial for evolutionary algorithms, by
leveraging LLMs’ capability to generate diverse responses from
expertly crafted prompts and modulate model temperature.
This not only accelerates the evolution process but also injects
expert like creativity and insight into the process. Our applica-
tion of GE in evolving the ExquisiteNetV2 model demonstrates
its efficacy: the LLM-driven GE autonomously produced vari-
ants with improved accuracy, increasing from 92.52% to 93.34%,
without compromising model compactness. This underscores
the potential of LLMs to accelerate the traditional model de-
sign pipeline, enabling models to autonomously evolve and
enhance their own designs.

CANNIBAL Unveils the Hidden Gems: Hyperspectral Band
Selection via Clustering of Weighted Variable Interaction
Graphs

Lukasz Tulczyjew, Michal Przewozniczek, Renato Tinós, Agata
M. Wijata, Jakub Nalepa

Hyperspectral imaging brings important opportunities in a va-
riety of fields due to the unprecedented amount of information
it captures in numerous narrow and contiguous spectral bands.
However, the high spectral and spatial dimensionality of hyper-
spectral images makes them challenging to transfer, store, and
ultimately analyze, while only a subset of bands may be signifi-
cant in specific downstream applications in Earth observation.
In this article, we tackle this issue and introduce CANNIBALa
band selection algorithm based on unsupervised clustering
of inter-band dependencies captured in weighted Variable In-
teraction Graphs, which are a side-effect of the optimization
performed by a Genetic Algorithm with Linkage Learning. We
apply CANNIBAL to two downstream tasks of hyperspectral
unmixing and segmentation. Our experimental study revealed
that it outperforms other band selection algorithms and allows
us to dramatically reduce the number of bands without neg-
atively affecting the quality of downstream models. Finally,
CANNIBAL offers a high level of flexibility, as it can be both
parametric and non-parametric, depending on a use case.

Pixel Logo Attack: Embedding Attacks as Logo-Like Pixels

Jiang Zhu, Hong Zhao, He Yu, Jing Liu

Recent research shows that deep neural networks make wrong
predictions when faced with adversarial examples with small
perturbations added. In the setting of white-box attack, it is
easy to generate adversarial samples with high attack success
rate through gradients. But in reality, gradients are usually
unavailable. At present, most black-box attack achieves the
purpose of the attack by adding small perturbations, the inten-
sity of the perturbation and the attack success rate are a kind of
trade off. However, the noise added by most methods is mean-
ingless. This paper introduces a novel adversarial attack algo-
rithm called Pixel Logo Attack (PLA), which rationalizes noise

by arranging pixel patterns into a logo-style, thereby presenting
itself as an identity for protecting copyright information. Un-
like most existing methods, this method can completely expose
the added noise to the user without arousing user suspicion,
and does not affect the usage of image. We use the differential
evolution(DE) to search for suitable pixel positions and RGB
values, and compare the performance of PLA with the state-
of-the-art adversarial attack algorithms on the CIFAR-10 and
ImageNet datasets. Experimental results show that PLA has
good performance in solving black-box adversarial attack prob-
lems, especially non-targeted attack.
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Evolving Form and Function: Dual-Objective Optimization
in Neural Symbolic Regression Networks

Amanda Bertschinger, James Bagrow, Joshua Bongard

Data increasingly abounds, but distilling their underlying rela-
tionships down to something interpretable remains challeng-
ing. One approach is genetic programming, which ‘symbol-
ically regresses’ a data set down into an equation. However,
symbolic regression (SR) faces the issue of requiring training
from scratch for each new dataset. To generalize across all
datasets, deep learning techniques have been applied to SR.
These networks, however, are only able to be trained using a
symbolic objective: NN-generated and target equations are
symbolically compared. But this does not consider the predic-
tive power of these equations, which could be measured by a
behavioral objective that compares the generated equation’s
predictions to actual data. Here we introduce a method that
combines gradient descent and evolutionary computation to
yield neural networks that minimize the symbolic and behav-
ioral errors of the equations they generate from data. As a result,
these evolved networks are shown to generate more symboli-
cally and behaviorally accurate equations than those generated
by networks trained by state-of-the-art gradient based neural
symbolic regression methods. We hope this method suggests
that evolutionary algorithms, combined with gradient descent,
can improve SR results by yielding equations with more accu-
rate form and function.

Transfer Learning of Surrogate Models via Domain Affine
Transformation

Shuaiqun Pan, Diederick Vermetten, Manuel López-Ibáñez,
Thomas Bäck, Hao Wang

Surrogate models are widely applied in many scenarios to re-
place expensive executions of real-world procedures. Training
a high-quality surrogate model often requires many sample
points, which can be costly to obtain. We would amortize this
cost if we could reuse already-trained surrogates in future tasks,
provided certain invariances are retained across tasks. This pa-
per studies transferring a surrogate model trained on a source
function to a target function using a small data set. As a first
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step, we consider the following invariance: the domains of the
source and target functions are related by an unknown affine
transformation. We propose to parameterize the surrogate
of the source with an affine transformation and optimize it
w.r.t. an empirical loss measured with a small transfer data
set sampled on the target. We select all functions from the
well-known black-box optimization benchmark (BBOB) as the
source and artificially generate the target with affine transfor-
mation sampled u.a.r. We experiment with a commonly used
surrogate model, Gaussian process regression, where results
show that the transferred surrogate significantly outperforms
both the original surrogate and the one built from scratch with
the transfer data set.

Evolutionary Multi-Objective Optimisation for
Fairness-Aware Self Adjusting Memory Classifiers in Data
Streams

Pivithuru Thejan Amarasinghe, Diem Pham, Binh Tran, Su
Nguyen, Yuan Sun, Damminda Alahakoon

This paper introduces a novel approach, evolutionary multi-
objective optimisation for fairness-aware self-adjusting mem-
ory classifiers, designed to enhance fairness in machine learn-

ing algorithms applied to data stream classification. With the
growing concern over discrimination in algorithmic decision-
making, particularly in dynamic data stream environments,
there is a need for methods that ensure fair treatment of in-
dividuals across sensitive attributes like race or gender. The
proposed approach addresses this challenge by integrating the
strengths of the self-adjusting memory K-NearestNeighbour
algorithm with evolutionary multi-objective optimisation. This
combination allows the new approach to efficiently manage
concept drift in streaming data and leverage the flexibility of
evolutionary multi-objective optimisation to maximise accu-
racy and minimise discrimination simultaneously. We demon-
strate the effectiveness of the proposed approach through ex-
tensive experiments on various datasets, comparing its per-
formance against several baseline methods in terms of accu-
racy and fairness metrics. Our results show that the proposed
approach maintains competitive accuracy and significantly
reduces discrimination, highlighting its potential as a robust
solution for fairness-aware data stream classification. Further
analyses also confirm the effectiveness of the strategies to trig-
ger evolutionary multi-objective optimisation and adapt classi-
fiers in the proposed approach.

Evolutionary Multiobjective Optimization
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Transfer Search Directions Among Decomposed Subtasks for
Evolutionary Multitasking in Multiobjective Optimization

Yanchi Li, Wenyin Gong, Qiong Gu

Evolutionary multitasking has attracted much attention over
the past years due to its inter-task knowledge transfer capabil-
ity. In this area, multiobjective multitask optimization (MO-
MTO), aims to handle multiple multiobjective optimization
tasks faster and better simultaneously via population synergies
among tasks. Existing multiobjective multitask evolutionary
algorithms (MO-MTEAs) for MO-MTO mostly transfer posi-
tions, i.e., decision variables, which may invoke negative knowl-
edge transfer on tasks with low optimal domain similarities.
However, such low similarities are common in practice. To ad-
dress this issue, this paper proposes a new MO-MTEA, named
MTEA/D-TSD, which transfers search directions, rather than
positions, among decomposed subtasks for MO-MTO. In addi-
tion to position-neighborhood in the decomposition method,
MTEA/D-TSD constructs and adaptively updates the search-
direction-neighborhood for each subtask. It transfers success-
ful search directions among neighbor subtasks to accelerate
population evolution. Moreover, to further improve the effi-
ciency of knowledge transfer, a transfer rate self-adaptation
strategy is designed for MTEA/D-TSD. Experimental results on
MO-MTO benchmark problems and a real-world application
of sensor coverage problems demonstrated the superior perfor-

mance of MTEA/D-TSD against state-of-the-art MO-MTEAs.

Performance of NSGA-III on Multi-objective Combinatorial
Optimization Problems Heavily Depends on Its
Implementations

Cheng Gong, Yang Nan, Lie Meng Pang, Qingfu Zhang, Hisao
Ishibuchi

Newly proposed many-objective algorithms have been almost
always compared with NSGA-III for performance evaluation.
Since the authors of the NSGA-III paper have not provided
any source code, researchers usually use an available imple-
mentation in popular optimization platforms. This can lead
to unreliable comparison results if different performance of
NSGA-III is obtained depending on the choice of a platform.
In this paper, we show that the implementations of NSGA-III
are slightly different between the two most frequently used
EMO optimization platforms: PlatEMO and pymoo. Then, we
examine the effect of the implementation difference on the
performance of NSGA-III in each platform. Our experimental
results show that almost the same results are obtained from the
two implementations on the frequently-used DTLZ test prob-
lems. However, our experimental results also show that clearly
different results are obtained from the two implementations on
multi-objective combinatorial optimization problems. Finally,
we demonstrate that the weaker performance of the PlatEMO
implementation of NSGA-III can be improved by replacing its
normalization mechanism with the corresponding mechanism
in Pymoo. That is, our experimental results show that small



Abstracts by Track 111

differences in the normalization mechanisms of the two imple-
mentations lead to large differences in their performance on
multi-objective combinatorial optimization problems.

Extending Pareto Dominance for Multi-Constraints
Satisfaction and Multi-Performance Enhancement in
Constrained Multi-Objective Optimization

Fan Yu, Qun Chen, Jinlong Zhou

Multi-objective optimization problems (MOPs) in science and
engineering frequently involve intricate multi-constraints. This
paper extends the application of the Pareto dominance in
MOPs on addressing complex multi-constraints and enhanc-
ing algorithmic conflicting multi-performance, such as conver-
gence, diversity, and feasibility. The approach begins by iden-
tifying non-dominated constraints that closest approximate
the actual constrained Pareto Front (CPF) through Pareto non-
dominated sorting of every single constrained Pareto Front
(SCPF). Subsequently, a Pareto non-dominated sorting multi-
performance methodology is employed under the determined
non-dominated constraints, considering convergence, diver-
sity, and feasibility as competing objectives. Building upon
extending the Pareto dominance approach for constrained
multi-objective optimization (EPDCMO), this paper introduces
a dual-population multi-archive optimization mechanism to
optimize multiple constraints and performance simultane-
ously. The effectiveness of the proposed approach is validated
through the evaluation of 23 constrained multi-objective prob-
lems (CMOPs) and practical applications in the domain of
CMOPs. The results demonstrate the algorithm’s capability
to generate competitive solutions for MOPs characterized by
multi-constraints.

User-Preference Based Evolutionary Algorithms for Solving
Multi-Objective Nonlinear Minimum Cost Flow Problems

Behrooz Ghasemishabankareh, Xiaodong Li, Melih Ozlen

Network flow optimisation has various applications such as
communication, transportation, computer networks and lo-
gistics. The minimum cost flow problem (MCFP) is the most
common network flow problem, which can be formulated as
a multi-objective optimisation, with multiple criteria such as
time, cost, distance and risk. In many real-world scenarios,
decision-makers (DMs) aim for solutions in a preferred re-
gion(s). Using a reference point(s) allows the algorithm to ef-
ficiently search in the vicinity of the preferred regions instead
of the entire search space. This paper introduces evolutionary
multi-objective algorithms (EMOs) by employing a novel proba-
bility tree-based representation scheme (denoted as PTbNSGA-
II and PTbMOEA/D) to address multi-objective integer mini-
mum cost flow problems (MOIMCFPs) incorporating nonlinear
cost functions. We also propose user-preference based EMO
algorithms to solve MOIMCFPs using preference information
(denoted as r-PTbNSGA-II and R-PTbMOEA/D). Since the algo-
rithms utilise preference-based information, they have signif-
icantly lower computational costs compared to those of con-

ventional EMOs. The performance of the proposed methods
is evaluated on a set of 30 MOIMCFP instances. The experi-
mental results demonstrate the superiority of PTbNSGA-II over
PTbMOEA/D in finding high-quality solutions as well as the
superiority of r-PTbNSGA-II over R-PTbMOEA/D in efficiently
finding the high-quality solutions close to the preferred region.

Tasks Scheduling with Load Balancing in Fog Computing: a
Bi-level Multi-Objective Optimization Approach

Najwa Kouka, Vincenzo Piuri, Pierangela Samarati

Fog computing is characterized by its proximity to edge devices,
allowing it to handle data near the source. This capability allevi-
ates the computational burden on data centers and minimizes
latency. Ensuring high throughput and reliability of services in
Fog environments depends on the critical roles of load balanc-
ing of resources and task scheduling. A significant challenge
in task scheduling is allocating tasks to optimal nodes. In this
paper, we tackle the challenge posed by the dependency be-
tween optimally scheduled tasks and the optimal nodes for
task scheduling and propose a novel bi-level multi-objective
task scheduling approach. At the upper level, which pertains to
task scheduling optimization, the objective functions include
the minimization of makespan, cost, and energy. At the lower
level, corresponding to load balancing optimization, the ob-
jective functions include the minimization of response time
and maximization of resource utilization. Our approach is
based on an Improved Multi-Objective Ant Colony algorithm
(IMOACO). Simulation experiments using iFogSim confirm the
performance of our approach and its advantage over existing
algorithms, including heuristic and meta-heuristic approaches.
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Innovation Path: Discovering an Ordered Set of Optimized
Intermediate Solutions from an Existing to a Desired
Solution

Ahmer Khan, Kalyanmoy Deb

In practice, there is often a need to modify an existing imple-
mented solution in order to achieve a better performance or
accommodate new demands or technologies. However, a new
optimal solution for the updated problem may be quite differ-
ent from the existing solution, thereby causing an apathy for its
implementation involving large cost, changes, and efforts. For
such scenarios, we propose a concept of an "innovation path"
(IP) containing a sequence of intermediate solutions from the
existing to the new target solution with gradual and controlled
change from one to the next. To discover intermediate solu-
tions of the IP simultaneously, we propose a bi-objective formu-
lation of the original problem, so that Pareto-optimal solutions
of the resulting bi-objective problem become the IP solutions.
We demonstrate the working of the proposed approach on a
number of single and two-objective test and engineering prob-
lems. Results are encouraging and suggest further research and
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application to make the proposed innovation path approach
more efficient and practical.

An Updated Performance Metric for Preference-Based
Evolutionary Multi-Objective Optimization Algorithms

Deepanshu Yadav, Palaniappan Ramu, Kalyanmoy Deb

Evolutionary multi-objective optimization (EMO) algorithms
are widely used to solve problems involving multiple conflict-
ing objectives. In general, these problems result in a well-
distributed and diverse set of Pareto-optimal solutions, consist-
ing of individual objective-optimal solutions at their extreme
and various compromise objective solutions at their core. How-
ever, in practice, decision-makers (DMs) usually have certain
pre-conceived preference information which may make a ma-
jority of the Pareto solution set uninteresting to the DMs. In
such cases, DM’s preference information can be utilized to
update EMO algorithms to focus on the preferred part of the
Pareto set, rather than the entire Pareto set. While EMO re-
searchers have proposed preference-based EMO algorithms
for this purpose, appropriate metrics to evaluate their perfor-
mance have received lukewarm attention. In this paper, we
critically analyze a recently proposed preference-based hyper-
volume (R-HV) metric for its sensitivity to handle various sce-
narios and propose an updated version to remedy the diffi-
culties associated with it. The updated R-HV metric is then
compared with the original R-HV metric on solutions obtained
from a number of preference-based EMO algorithms. The sug-
gestion of a more appropriate R-HV metric presented in this
paper should encourage further research in preference-based
multi-objective optimization.

Approximating Pareto Local Optimal Solution Networks

Shoichiro Tanaka, Gabriela Ochoa, Arnaud Liefooghe, Keiki
Takadama, Hiroyuki Sato

The design of automated landscape-aware techniques requires
low-cost features that characterize the structure of the tar-
get optimization problem. This paper approximates network-
based landscape models of multi-objective optimization prob-
lems, which were constructed by full search space enumera-
tion in previous studies. Specifically, we propose a sampling
method using dominance-based local search for constructing
an approximation of the Pareto local optimal solution network
(PLOS-net) and its variant, the compressed PLOS-net . Both
models are valuable to visualize and compute features on the
distribution of Pareto local optima. We conduct experiments
with multi-objective nk-landscapes and compare the features
of full-enumerated PLOS-nets with that of approximate PLOS-
nets. We analyze the correlation between landscape features
and the performance of well-established multi-objective evo-
lutionary and local search algorithms. Our results show that
approximated networks can predict algorithm performance
and provide recommendation for algorithm selection with the
same level of accuracy, even though they are much more com-
putationally affordable compared to full-enumerated networks.

We finally illustrate how the approximate PLOS-net scale to
large-size instances.

On the robustness of lexicase selection to contradictory
objectives

Shakiba Shahbandegan, Emily Dolson

Lexicase and ϵ-lexicase selection are state of the art parent se-
lection techniques for problems featuring multiple selection
criteria. Originally, lexicase selection was developed for cases
where these selection criteria are unlikely to be in conflict with
each other, but preliminary work suggests it is also a highly
effective many-objective optimization algorithm. However, to
predict whether these results generalize, we must understand
lexicase selection’s performance on contradictory objectives.
Prior work has shown mixed results on this question. Here, we
develop theory identifying circumstances under which lexicase
selection will succeed or fail to find a Pareto-optimal solution.
To make this analysis tractable, we restrict our investigation
to a theoretical problem with maximally contradictory objec-
tives. Ultimately, we find that lexicase and ϵ-lexicase selection
each have a region of parameter space where they are inca-
pable of optimizing contradictory objectives. Outside of this
region, however, they perform well despite the presence of
contradictory objectives. Based on these findings, we propose
theoretically-backed guidelines for parameter choice. Addi-
tionally, we identify other properties that may affect whether a
many-objective optimization problem is a good fit for lexicase
or ϵ-lexicase selection.

A Block-Coordinate Descent EMO Algorithm: Theoretical
and Empirical Analysis

Benjamin Doerr, Joshua Knowles, Aneta Neumann, Frank Neu-
mann

We consider whether conditions exist under which block-
coordinate descent is asymptotically efficient in evolutionary
multi-objective optimization, addressing an open problem.
Block-coordinate descent, where an optimization problem is
decomposed into k blocks of decision variables and each of
the blocks is optimized (with the others fixed) in a sequence, is
a technique used in some large-scale optimization problems
such as airline scheduling, however its use in multi-objective
optimization is less studied. We propose a block-coordinate
version of GSEMO and compare its running time to the stan-
dard GSEMO algorithm. Theoretical and empirical results on a
bi-objective test function, a variant of LOTZ, serve to demon-
strate the existence of cases where block-coordinate descent
is faster. The result may yield wider insights into this class of
algorithms.
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Analysis of Real-World Constrained Multi-Objective
Problems and Performance Comparison of Multi-Objective
Algorithms⋆

Yang Nan, Hisao Ishibuchi, Tianye Shu, Ke Shang

Real-world multi-objective optimization problems usually have
multiple constraints. To solve constrained multi-objective opti-
mization problems (CMOPs), researchers have proposed var-
ious evolutionary multi-objective optimization (EMO) algo-
rithms with constraint handling techniques. Those EMO algo-
rithms explicitly or implicitly assume the existence of a large
infeasible region in the objective space between initial solu-
tions and the Pareto front. As a result, they use some special
mechanisms to traverse such an infeasible region (e.g., push-
and-pull search). However, it is not clear whether real-world
CMOPs have similar characteristics. It is also unclear whether
state-of-the-art EMO algorithms that proposed for artificial
CMOPs work well on real-world CMOPs. In this paper, we ex-
amine the characteristics of some real-world CMOPs. We find
that the examined real-world CMOPs have no large infeasible
region near the Pareto front. We also compare the performance
of some constrained EMO algorithms on artificial CMOPs and
real-world CMOPs. Our experimental results show that perfor-
mance comparison results on real-world CMOPs are clearly
different from those on artificial CMOPs. It is also shown that
some recently-proposed constrained EMO algorithms are out-
performed by NSGA-II with the basic constraint domination
principle when they are compared on real-world CMOPs.

Enhancing the Convergence Ability of Evolutionary
Multi-objective Optimization Algorithms with Momentum⋆

Longcan Chen, Lie Meng Pang, Qingfu Zhang, Hisao Ishibuchi

To improve the convergence ability of evolutionary multi-
objective optimization algorithms (EMOAs), various strategies
have been proposed. One effective strategy is to use good mo-
mentum from the previous generations to create new solutions.
However, the definition of good momentum has not been care-
fully studied. In this paper, we propose five different definitions
of good momentum for EMOAs. Then, we explain their integra-
tion into popular EMOAs such as NSGA-II, MOEA/D, and SMS-
EMOA. Through computational experiments, we demonstrate
that the use of an appropriate definition of good momentum
greatly accelerates the convergence of EMOAs on both artificial
test problems and real-world problems, particularly on large-
scale problems.

Illustrating the Efficiency of Popular Evolutionary
Multi-Objective Algorithms Using Runtime Analysis⋆

Duc-Cuong Dang, Andre Opris, Dirk Sudholt

Runtime analysis has recently been applied to popular evolu-
tionary multi-objective (EMO) algorithms like NSGA-II in order
to establish a rigorous theoretical foundation. However, most
analyses showed that these algorithms have the same perfor-
mance guarantee as the simple (G)SEMO algorithm. To our

knowledge, there are no runtime analyses showing an advan-
tage of a popular EMO algorithm over the simple algorithm for
deterministic problems. We propose such a problem and use it
to showcase the superiority of popular EMO algorithms over
(G)SEMO: OneTrapZeroTrap is a straightforward generalization
of the well-known Trap function to two objectives. We prove
that, while GSEMO requires at least nn expected fitness evalua-
tions to optimise OneTrapZeroTrap, popular EMO algorithms
NSGA-II, NSGA-III and SMS-EMOA, all enhanced with a mild
diversity mechanism of avoiding genotype duplication, only
require O(n logn) expected fitness evaluations. Our analysis
reveals the importance of the key components in each of these
sophisticated algorithms and contributes to a better under-
standing of their capabilities.

EMO 4
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Empirical Comparison between MOEAs and Local Search on
Multi-Objective Combinatorial Optimisation Problems

Miqing Li, Xiaofeng Han, Xiaochen Chu, Zimin Liang

Local search has gained its popularity in addressing multi-
objective combinatorial optimisation problems (MOCOPs)
within the communities of evolutionary computation and op-
erational research. The ease of defining the neighbourhood
in discrete spaces of MOCOPs makes local search well-suited
to conducting step-wise moves. On the other side, evolution-
ary algorithms are amongst very first choices in solving var-
ious multi-objective optimisation problems. Although most
multi-objective evolutionary algorithms (MOEAs) are devel-
oped, tested and studied on the basis of continuous problems,
when encountering a practical MOCOP, practitioners tend to
resort to popular MOEAs. Therefore, a relevant question is
that between MOEAs and local search heuristics, which one
may be more suitable for MOCOPs. In this paper, we attempt
to answer this question. We choose seven well-known base-
line MOEAs and local search heuristics in the area and sys-
tematically study their behaviours on four MOCOPs. We find
that, unsurprisingly, different search paradigms have their own
sweet spots; it depends on problem types, problem settings and
search budgets. However, surprisingly, there exists one search
heuristic, SEMO, which can be seen as a transition between
the two search paradigms (i.e., a simple MOEA or randomised
local search), that performs consistently better than the other
heuristics across all the settings.

Enhancing Algorithm Performance Prediction in
Constrained Multiobjective Optimization Using Additional
Training Problems

Andrejaana Andova, Jordan N. Cork, Tea Tušar, Bogdan Filipič

A research problem studied extensively in recent years is the
prediction of optimization algorithm performance. A com-
mon approach is using the landscape features of optimization
problems to train machine learning models. These models are
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then used to predict algorithm performance. Due to the small
number of constrained multiobjective optimization problems
(CMOPs) available for benchmarking, training a machine learn-
ing model to predict algorithm performance is a hard task. To
address this issue, this study uses the functions from the bbob
and bbob-constrained benchmark problems to generate new
CMOPs. These are then used as additional training examples
for the machine learning models. Given the large number of
generated CMOPs, the experiments in this study are limited to
those with two objectives and two variables. The obtained re-
sults are promising. Using additional problems in the training
phase improves the predictions in half of the defined classifica-
tion tasks.

Using 3-Objective Evolutionary Algorithms for the Dynamic
Chance Constrained Knapsack Problem

Ishara Hewa Pathiranage, Frank Neumann, Denis Antipov,
Aneta Neumann

Real-world optimization problems often involve stochastic and
dynamic components. Evolutionary algorithms are particu-
larly effective in these scenarios, as they can easily adapt to
uncertain and changing environments but often uncertainty
and dynamic changes are studied in isolation. In this paper,
we explore the use of 3-objective evolutionary algorithms for
the chance constrained knapsack problem with dynamic con-
straints. In our setting, the weights of the items are stochastic
and the knapsack’s capacity changes over time. We introduce a
3-objective formulation that is able to deal with the stochastic
and dynamic components at the same time and is indepen-
dent of the confidence level required for the constraint. This
new approach is then compared to the 2-objective formulation
which is limited to a single confidence level. We evaluate the
approach using two different multi-objective evolutionary algo-
rithms (MOEAs), namely the global simple evolutionary multi-
objective optimizer (GSEMO) and the multi-objective evolu-
tionary algorithm based on decomposition (MOEA/D), across
various benchmark scenarios. Our analysis highlights the ad-
vantages of the 3-objective formulation over the 2-objective
formulation in addressing the dynamic chance constrained
knapsack problem.

A Detailed Experimental Analysis of Evolutionary Diversity
Optimization for OneMinMax

Denis Antipov, Aneta Neumann, Frank Neumann

Real-world optimization problems often require finding not
only one good solution, but a diverse set of good solutions.
Evolutionary algorithms (EAs) have been shown to suit well
for such a task. However our theoretical understanding of
their behavior remains unsatisfying, especially in the multi-
objective domain. In this paper, we study how one of such
EAs, the GSEMOD , finds a diverse population when optimizing
the bi-objective benchmark problem OneMinMax. We show
empirically that the expected runtime of this algorithm grows
with problem size n approximately as fast as n2 ln(n). We prove

that there exists a sub-optimal population from which the al-
gorithm cannot reach the optimal diversity using only one-bit
flips, which suggests that we need to use a mutation operator
which can make two-bits flips (e.g., the standard bit mutation)
to have a finite expected runtime. We complement these re-
sults with an empirical study of the population dynamics by
observing how the Hamming distances between the individu-
als which are neighbors on the Pareto front change during the
optimization.

EMO 5
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Evolutionary Preference Sampling for Pareto Set Learning

Rongguang Ye, Longcan Chen, Jinyuan Zhang, Hisao Ishibuchi

Recently, Pareto Set Learning (PSL) has been proposed for learn-
ing the entire Pareto set using a neural network. PSL employs
preference vectors to scalarize multiple objectives, facilitating
the learning of mappings from preference vectors to specific
Pareto optimal solutions. Previous PSL methods have shown
their effectiveness in solving artificial multi-objective optimiza-
tion problems (MOPs) with uniform preference vector sam-
pling. The quality of the learned Pareto set is influenced by
the sampling strategy of the preference vector, and the sam-
pling of the preference vector needs to be decided based on
the Pareto front shape. However, a fixed preference sampling
strategy cannot simultaneously adapt the Pareto front of mul-
tiple MOPs. To address this limitation, this paper proposes
an Evolutionary Preference Sampling (EPS) strategy to effi-
ciently sample preference vectors. Inspired by evolutionary
algorithms, we consider preference sampling as an evolution-
ary process to generate preference vectors for neural network
training. We integrate the EPS strategy into five advanced PSL
methods. Extensive experiments demonstrate that our pro-
posed method has a faster convergence speed than baseline
algorithms on 7 testing problems. Our implementation is avail-
able at https://github.com/rG223/EPS

Gradient-Guided Local Search for IGD/IGDPlus Subset
Selection

Yang Nan, Hisao Ishibuchi, Tianye Shu, Ke Shang

Subset selection is always a hot topic in the community of evo-
lutionary multi-objective optimization (EMO) since it is used
in mating selection, environmental selection, and final selec-
tion. In the first two scenarios, the task of subset selection
algorithms is to select a subset from a small candidate set (e.g.,
population). However, in the last scenario, it is to select a subset
from an unbounded archive with all non-dominated solutions
examined during the evolutionary process. Most existing sub-
set selection algorithms aim to improve the hypervolume of
subsets (i.e., hypervolume subset selection) selected from the
archive. However, only a few researchers work on the IGD and
IGD+ (two well-known indicators) subset selection in the last
scenario. In this paper, we propose a gradient-guided local
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search algorithm for IGD/IGD+ subset selection problems. The
experimental results show that the proposed algorithm is much
faster than the existing lazy greedy inclusion IGD/IGD+ sub-
set selection algorithm, and the quality of the selected subsets
is competitive with that selected by the existing greedy algo-
rithms.

Sampling-based Pareto Optimization for
Chance-constrained Monotone Submodular Problems

Xiankun Yan, Aneta Neumann, Frank Neumann

Recently surrogate functions based on the tail inequalities were
developed to evaluate the chance constraints in the context
of evolutionary computation and several Pareto optimization
algorithms using these surrogates were successfully applied in
optimizing chance-constrained monotone submodular prob-
lems. However, the difference in performance between algo-
rithms using the surrogates and those employing the direct
sampling-based evaluation remains unclear. Within the paper,
a sampling-based method is proposed to directly evaluate the
chance constraint. Furthermore, to address the problems with
more challenging settings, an enhanced GSEMO algorithm in-
tegrated with an adaptive sliding window, called ASW-GSEMO,
is introduced. In the experiments, the ASW-GSEMO employ-
ing the sampling-based approach is tested on the chance-
constrained version of the maximum coverage problem with
different settings. Its results are compared with those from
other algorithms using different surrogate functions. The ex-
perimental findings indicate that the ASW-GSEMO with the
sampling-based evaluation approach outperforms other algo-

rithms, highlighting that the performances of algorithms using
different evaluation methods are comparable. Additionally,
the behaviors of ASW-GSEMO are visualized to explain the dis-
tinctions between it and the algorithms utilizing the surrogate
functions.

GPU-accelerated Evolutionary Multiobjective Optimization
Using Tensorized RVEA

Zhenyu Liang, Tao Jiang, Kebin Sun, Ran Cheng

Evolutionary multiobjective optimization has witnessed re-
markable progress during the past decades. However, existing
algorithms often encounter computational challenges in large-
scale scenarios, primarily attributed to the absence of hardware
acceleration. In response, we introduce a Tensorized Reference
Vector Guided Evolutionary Algorithm (TensorRVEA) for har-
nessing the advancements of GPU acceleration. In TensorRVEA,
the key data structures and operators are fully transformed into
tensor forms for leveraging GPU-based parallel computing. In
numerical benchmark tests involving large-scale populations
and problem dimensions, TensorRVEA consistently demon-
strates high computational performance, achieving up to over
1000× speedups. Then, we applied TensorRVEA to the domain
of multiobjective neuroevolution for addressing complex chal-
lenges in robotic control tasks. Furthermore, we assessed Ten-
sorRVEA’s extensibility by altering several tensorized reproduc-
tion operators. Experimental results demonstrate promising
scalability and robustness of TensorRVEA. Source codes are
available at https://github.com/EMI-Group/tensorrvea.

Evolutionary Numerical Optimization
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RLEMMO: Evolutionary Multimodal Optimization Assisted
By Deep Reinforcement Learning

Hongqiao Lian, Zeyuan Ma, Hongshu Guo, Ting Huang, Yue-
Jiao Gong

Solving multimodal optimization problems (MMOP) requires
finding all optimal solutions, which is challenging in limited
function evaluations. Although existing works strike the bal-
ance of exploration and exploitation through hand-crafted
adaptive strategies, they require certain expert knowledge,
hence inflexible to deal with MMOP with different proper-
ties. In this paper, we propose RLEMMO, a Meta-Black-Box
Optimization framework, which maintains a population of so-
lutions and incorporates a reinforcement learning agent for
flexibly adjusting individual-level searching strategies to match
the up-to-date optimization status, hence boosting the search
performance on MMOP. Concretely, we encode landscape prop-
erties and evolution path information into each individual and
then leverage attention networks to advance population infor-

mation sharing. With a novel reward mechanism that encour-
ages both quality and diversity, RLEMMO can be effectively
trained using a policy gradient algorithm. The experimental
results on the CEC2013 MMOP benchmark underscore the
competitive optimization performance of RLEMMO against
several strong baselines.

Density Descent for Diversity Optimization

David H. Lee, Anishalakshmi V. Palaparthi, Matthew C.
Fontaine, Bryon Tjanaka, Stefanos Nikolaidis

Diversity optimization seeks to discover a set of solutions that
elicit diverse features. Prior work has proposed Novelty Search
(NS), which, given a current set of solutions, seeks to expand
the set by finding points in areas of low density in the feature
space. However, to estimate density, NS relies on a heuristic
that considers the k-nearest neighbors of the search point in
the feature space, which yields a weaker stability guarantee.
We propose Density Descent Search (DDS), an algorithm that
explores the feature space via CMA-ES on a continuous den-
sity estimate of the feature space that also provides a stronger
stability guarantee. We experiment with DDS and two density

https://github.com/EMI-Group/tensorrvea
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estimation methods: kernel density estimation (KDE) and con-
tinuous normalizing flow (CNF). On several standard diversity
optimization benchmarks, DDS outperforms NS, the recently
proposed MAP-Annealing algorithm, and other state-of-the-art
baselines. Additionally, we prove that DDS with KDE provides
stronger stability guarantees than NS, making it more suitable
for adaptive optimizers. Furthermore, we prove that NS is a
special case of DDS that descends a KDE of the feature space.

Benchmarking Parameter Control Methods in Differential
Evolution for Mixed-Integer Black-Box Optimization

Ryoji Tanabe

Differential evolution (DE) generally requires parameter con-
trol methods (PCMs) for the scale factor and crossover rate. Al-
though a better understanding of PCMs provides a useful clue
to designing an efficient DE, their effectiveness is poorly un-
derstood in mixed-integer black-box optimization. In this con-
text, this paper benchmarks PCMs in DE on the mixed-integer
black-box optimization benchmarking function (bbob-mixint)
suite in a componentwise manner. First, we demonstrate that
the best PCM significantly depends on the combination of the
mutation strategy and repair method. Although the PCM of
SHADE is state-of-the-art for numerical black-box optimiza-
tion, our results show its poor performance for mixed-integer
black-box optimization. In contrast, our results show that some
simple PCMs (e.g., the PCM of CoDE) perform the best in most
cases. Then, we demonstrate that a DE with a suitable PCM
performs significantly better than CMA-ES with integer han-
dling for larger budgets of function evaluations. Finally, we
show how the adaptation in the PCM of SHADE fails.

Sign-Averaging Covariance Matrix Adaptation Evolution
Strategy

Daiki Morinaga, Youhei Akimoto

In black-box optimization, the user inevitably encounters noise
in an objective function. Many noise treatment techniques
have been developed to properly evaluate the effectiveness of
solutions in the optimization process. A noise treatment called
sign averaging was proposed recently, and it is proved that the
adverse effects of noise can be reduced and the ranking of the
candidate solutions on the median of the objective function
can be estimated, even when the mean of the objective func-
tion is not well-defined. Although a theoretical guarantee exists,
empirical studies on sign averaging are yet to be conducted.
In this study, we implemented sign averaging in a covariance
matrix adaptation evolution strategy, named the SA-CMA-ES,
with an adaptive mechanism controlling the strength of the
noise treatment. We experimentally demonstrated that 1) the
SA-CMA-ES successfully continues to lower the median of the
objective function given more budgets and is more sample effi-
cient than the SA-CMA-ES without the adaptive mechanism for
sign averaging; 2) the SA-CMA-ES is competitive with the UH-
CMA-ES with Monte-Carlo median estimation and that with
conventional averaging for optimizing the mean and median,

and it is better than that with conventional averaging when the
variance of the objective function is not well-defined.
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Fitness-based Linkage Learning and Maximum-Clique
Conditional Linkage Modelling for Gray-box Optimization
with RV-GOMEA

Georgios Andreadis, Tanja Alderliesten, Peter A.N. Bosman

For many real-world optimization problems it is possible to
perform partial evaluations, meaning that the impact of chang-
ing a few variables on a solutions fitness can be computed very
efficiently. It has been shown that such partial evaluations can
be excellently leveraged by the Real-Valued Gene-pool Opti-
mal Mixing Evolutionary Algorithm (RV-GOMEA) that uses a
linkage model to capture dependencies between problem vari-
ables. Recently, conditional linkage models were introduced
for RV-GOMEA, expanding its state-of-the-art performance
even to problems with overlapping dependencies. However,
that work assumed that the dependency structure is known a
priori. Fitness-based linkage learning techniques have previ-
ously been used to detect dependencies during optimization,
but only for non-conditional linkage models. In this work, we
combine fitness-based linkage learning and conditional link-
age modelling in RV-GOMEA. In addition, we propose a new
way to model overlapping dependencies in conditional linkage
models to maximize the joint sampling of fully interdependent
groups of variables. We compare the resulting novel variant of
RV-GOMEA to other variants of RV-GOMEA and VkD-CMA on
12 problems with varying degree of overlapping dependencies.
We find that the new RV-GOMEA not only performs best on
most problems, also the overhead of learning the conditional
linkage models during optimization is often negligible.

Overlapping Cooperative Co-Evolution for Overlapping
Large-Scale Global Optimization Problems

Marcin Michal Komarnicki, Michal Witold Przewozniczek, Re-
nato Tinós, Xiaodong Li

One of the main approaches for solving Large-Scale Global Op-
timization (LSGO) problems is embedding a decomposition
strategy into a Cooperative Co-Evolution (CC) framework. De-
composing an LSGO problem into smaller subproblems and
optimizing them separately using a CC framework was shown
to be effective when a considered problem is partially separable.
Components in CC frameworks are usually disjoint. Thus, the
existence of the perfect decomposition of such problems allows
of the optimization of independent components. However, for
overlapping problems, the perfect, unique decomposition does
not exist due to the existence of shared variables. Despite this,
each variable is usually assigned to a single component, and the
assignment does not change during a whole framework run. In
this paper, we propose a new CC framework that allows multi-
ple assignments of shared variables. Allocating computational
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resources to each of its components is influenced by other com-
ponents that share variables with it. According to experimental
results, our proposed method outperforms the state-of-the-art
LSGO-dedicated optimization methods, including other CC
frameworks, when overlapping LSGO problems are considered.

CMA-ES with Adaptive Reevaluation for Multiplicative Noise

Kento Uchida, Kenta Nishihara, Shinichi Shirakawa

The covariance matrix adaptation evolution strategy (CMA-ES)
is a powerful optimization method for continuous black-box
optimization problems. Several noise-handling methods have
been proposed to bring out the optimization performance of
the CMA-ES on noisy objective functions. The adaptations
of the population size and the learning rate are two major
approaches that perform well under additive Gaussian noise.
The reevaluation technique is another technique that evalu-
ates each solution multiple times. In this paper, we discuss
the difference between those methods from the perspective of
stochastic relaxation that considers the maximization of the ex-
pected utility function. We derive that the set of maximizers of
the noise-independent utility, which is used in the reevaluation
technique, certainly contains the optimal solution, while the
noise-dependent utility, which is used in the population size
and leaning rate adaptations, does not satisfy it under multi-
plicative noise. Based on the discussion, we develop the reeval-
uation adaptation CMA-ES (RA-CMA-ES), which computes two
update directions using half of the evaluations and adapts the
number of reevaluations based on the estimated correlation of
those two update directions. The numerical simulation shows
that the RA-CMA-ES outperforms the comparative method un-
der multiplicative noise, maintaining competitive performance
under additive noise.

CMA-ES for Safe Optimization

Kento Uchida, Ryoki Hamano, Masahiro Nomura, Shota Saito,
Shinichi Shirakawa

In several real-world applications in medical and control engi-
neering, there are unsafe solutions whose evaluations involve
inherent risk. This optimization setting is known as safe opti-
mization and formulated as a specialized type of constrained
optimization problem with constraints for safety functions.
Safe optimization requires performing efficient optimization
without evaluating unsafe solutions. A few studies have pro-
posed the optimization methods for safe optimization based on
Bayesian optimization and the evolutionary algorithm. How-
ever, Bayesian optimization-based methods often struggle to
achieve superior solutions, and the evolutionary algorithm-
based method fails to effectively reduce unsafe evaluations.
This study focuses on CMA-ES as an efficient evolutionary al-
gorithm and proposes an optimization method termed safe
CMA-ES. The safe CMA-ES is designed to achieve both safety
and efficiency in safe optimization. The safe CMA-ES estimates
the Lipschitz constants of safety functions transformed with
the distribution parameters using the maximum norm of the

gradient in Gaussian process regression. Subsequently, the safe
CMA-ES projects the samples to the nearest point in the safe
region constructed with the estimated Lipschitz constants. The
numerical simulation using the benchmark functions shows
that the safe CMA-ES successfully performs optimization, sup-
pressing the unsafe evaluations, while the existing methods
struggle to significantly reduce the unsafe evaluations.

CatCMA : Stochastic Optimization for Mixed-Category
Problems

Ryoki Hamano, Shota Saito, Masahiro Nomura, Kento Uchida,
Shinichi Shirakawa

Black-box optimization problems often require simultaneously
optimizing different types of variables, such as continuous,
integer, and categorical variables. Unlike integer variables, cat-
egorical variables do not necessarily have a meaningful order,
and the discretization approach of continuous variables does
not work well. Although several Bayesian optimization meth-
ods can deal with mixed-category black-box optimization (MC-
BBO), they suffer from a lack of scalability to high-dimensional
problems and internal computational cost. This paper pro-
poses CatCMA, a stochastic optimization method for MC-BBO
problems, which employs the joint probability distribution
of multivariate Gaussian and categorical distributions as the
search distribution. CatCMA updates the parameters of the
joint probability distribution in the natural gradient direction.
CatCMA also incorporates the acceleration techniques used in
the covariance matrix adaptation evolution strategy (CMA-ES)
and the stochastic natural gradient method, such as step-size
adaptation and learning rate adaptation. In addition, we re-
strict the ranges of the categorical distribution parameters by
margin to prevent premature convergence and analytically de-
rive a promising margin setting. Numerical experiments show
that the performance of CatCMA is superior and more robust
to problem dimensions compared to state-of-the-art Bayesian
optimization algorithms.
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Direct Augmented Lagrangian Evolution Strategies⋆

Jeremy Porter, Dirk V. Arnold

Existing evolutionary and swarm based algorithms that employ
augmented Lagrangian techniques to solve constrained black-
box optimization problems update the Lagrange multipliers
using either tailored heuristics or variations of the prescription
underlying the method of multipliers. We introduce an evo-
lution strategy relying on an exact Lagrangian update instead,
determining multiplier values and penalties from population
based estimates of derivative related values. Numerical experi-
ments on multiple test problems illustrate the potential of the
approach.
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General Evolutionary Computation and Hybrids
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A Self-adaptive Coevolutionary Algorithm

Mario Alejandro Hevia Fajardo, Erik Hemberg, Jamal Toutouh,
Una-May O’Reilly, Per Kristian Lehre

Coevolutionary algorithms are helpful computational abstrac-
tions of adversarial behavior and they demonstrate multiple
ways that populations of competing adversaries influence one
another. We introduce the ability for each competitor’s muta-
tion rate to evolve through self-adaptation. Because dynamic
environments are frequently addressed with self-adaptation,
we set up dynamic problem environments to investigate the
impact of this ability. For a simple bilinear problem, a sensitiv-
ity analysis of the adaptive method’s parameters reveals that it
is robust over a range of multiplicative rate factors, when the
rate is changed up or down with equal probability. An empir-
ical study determines that each population’s mutation rates
converge to values close to the error threshold. Mutation rate
dynamics are complex when both populations adapt their rates.
Large scale empirical self-adaptation results reveal that both
reasonable solutions and rates can be found. This addresses
the challenge of selecting ideal static mutation rates in coevo-
lutionary algorithms. The algorithm’s payoffs are also robust.
They are rarely poor and frequently they are as high as the pay-
off of the static rate to which they converge. On rare runs, they
are higher.

Distance-Targeting Mutation Operator for Evolutionary
Design of 3D Structures

Maciej Komosinski, Agnieszka Mensfelt

Evolutionary design of 3D structures - an automated design by
the methods of evolutionary algorithms - is a hard optimiza-
tion problem. One of the contributing factors is a complex
genotype-to-phenotype mapping often associated with the ge-
netic representations of the designs. In such case, the genetic
operators may exhibit low locality, i.e., a small change intro-
duced in a genotype may result in a significant change in the
phenotype and its fitness, hampering the search process. To
overcome this challenge in evolutionary design, we introduce
the Distance-Targeting Mutation Operator (DTM). The aim of
this operator is to create offspring whose distance to the parent
solution, according to a selected dissimilarity measure, approx-
imates a predefined value. We compare the performance of
the DTM operator to the performance of the mutation oper-
ator without parent-offspring distance control in a series of
evolutionary experiments. We use different genetic representa-
tions, dissimilarity measures, and optimization goals, including
velocity and height of active and passive 3D structures. The
introduced DTM operator outperforms the standard one in
terms of best fitness in most of the considered cases.

Lamarckian Co-design of Soft Robots via Transfer Learning⋆

Kazuaki Harada, Hitoshi Iba

In the realm of robot design, co-design aims to optimize both
the structure and the controller of a robot concurrently. One
approach integrates genetic algorithms to optimize the soft
robot’s structure with deep reinforcement learning for the con-
troller. A significant challenge in this approach is the inher-
itance of the controller due to the mismatch of the sensors
and actuators of the robots across generations. In this study,
we propose a Lamarckian co-design method to inherit the
controller optimized by deep reinforcement learning through
transfer learning. In experimental evaluations through the Evo-
gym benchmark, we demonstrate that our proposed method
achieves an average reduction of 41.7% in the optimization
time for robots compared to existing methods and concur-
rently leads to an average performance improvement of 118.5%.
Furthermore, we show that combining the inheritance of con-
trollers with the crossover of structure genomes from two
robots allows for additional reductions in optimization time
and improvements in performance in several tasks.
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Mixed Binomial Distributions for Binary Mutation Operators

Brahim Aboutaib, Andrew M. Sutton

Mutation operators are crucial for evolutionary algorithms to
make progress through a search landscape. Sometimes a mu-
tation strategy that works in one part of the landscape is less
effective in other regions of the landscape. If nothing is known
about the best mutation operator, many strategies (such as
self-adaptation, heavy-tailed mutation, variable neighborhood
search) exist to overcome this. However, in some cases, some
limited information may be available, either a priori or after
probing. In this paper, we study the setting of a mixture of
binomial distributions for pseudo-Boolean optimization. We
show that, when a limited amount of information is available,
evolutionary algorithms using mutation based on a mixture of
binomial distributions can hill-climb and escape local optima
efficiently..

Generative Design through Quality-Diversity Data Synthesis
and Language Models

Adam Gaier, James Stoddart, Lorenzo Villaggi, Shyam Sud-
hakaran

Two fundamental challenges face generative models in engi-
neering applications: the acquisition of high-performing, di-
verse datasets, and the adherence to precise constraints in
generated designs. We propose a novel approach combin-
ing optimization, constraint satisfaction, and language mod-
els to tackle these challenges in architectural design. Our



Abstracts by Track 119

method uses Quality-Diversity (QD) to generate a diverse, high-
performing dataset. We then fine-tune a language model with
this dataset to generate high-level designs. These designs are
then refined into detailed, constraint-compliant layouts using
the Wave Function Collapse algorithm. Our system demon-
strates reliable adherence to textual guidance, enabling the
generation of layouts with targeted architectural and perfor-
mance features. Crucially, our results indicate that data synthe-
sized through the evolutionary search of QD not only improves
overall model performance but is essential for the model’s abil-
ity to closely adhere to textual guidance. This improvement
underscores the pivotal role evolutionary computation can play
in creating the datasets key to training generative models for
design. Web article at https://tilegpt.github.io

Late Bloomers, First Glances, Second Chances: Exploration
of the Mechanisms Behind Fitness Diversity

Sofya Aksenyuk, Szymon Bujowski, Maciej Komosinski, Konrad
Miazga

Fitness diversity is an idea in the field of evolutionary algo-
rithms, which calls for supporting the evolution of solutions at
all fitness levels simultaneously. In some cases, this idea may
even extend to cultivating the worst solutions. While this may
seem counterintuitive, fitness diversity has shown its promise
in algorithms such as Hierarchical Fair Competition and Con-
vection Selection. Although these algorithms share many sim-
ilarities, the role fitness diversity serves in each of them is
different. In Hierarchical Fair Competition, fitness diversity
facilitates a constant incorporation of novel genotypes into
the solutions that are already good a mechanism we dub First
Glances and discovery of solutions through the exploration
of neutral networks of different fitness levels which we name
Late Bloomers. On the other hand, Convection Selection uses
fitness diversity techniques to give broken solutions time and
shelter necessary to cross larger valleys in the fitness landscape

a mechanism we call Second Chances. In this work, we com-
pare these two algorithms and their respective mechanisms
over a range of numerical and 3D structure design optimization
problems. We analyze the extent to which their mechanisms
are utilized, and measure the impact of these mechanisms on
finding good solutions.

Applying a Quantum Annealer to the Traffic Assignment
Problem

Darren M. Chitty, James Charles, Alberto Moraglio, Ed Keed-
well

The Traffic Assignment Problem (TAP) is a complex trans-
portation optimisation problem typically solved using meta-
heuristics on classical computers. Quantum computers, de-
spite being a nascent technology, have the potential to signif-
icantly speed up computation by exploiting quantum paral-
lelism. A quantum annealer (QA) is a quantum computer tai-
lored to solve combinatorial optimisation problems formulated
as a Quadratic Unconstrained Binary Optimisation (QUBO).
Formulating complex optimisation problems as QUBO is an
open challenge. This paper derives a new QUBO formulation
for TAP by employing a streamlined methodology of general
applicability. It also attempts a direct comparison at solving
TAP encompassing a QA (D-WAVE), a hybrid quantum-classical
algorithm, and classical methods including Simulated Anneal-
ing and Genetic Algorithms. This comparison is difficult and
seldom done due to the inherent differences between quan-
tum and classic hardware. As expected from the current quan-
tum technology, our results show that a pure QA suffers from
significant noise in qubits and requires significant additional
computational time, although we show that the time required
solely by the QPU does not increase with problem size. We also
show that the hybrid QA mitigates these noise issues and is on
a par with traditional methods.

Genetic Algorithms
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What Performance Indicators to Use for Self-Adaptation in
Multi-Objective Evolutionary Algorithms

Furong Ye, Frank Neumann, Jacob de Nobel, Aneta Neumann,
Thomas Bäck

Parameter control has succeeded in accelerating the conver-
gence process of evolutionary algorithms. While empirical
and theoretical studies have shed light on the behavior of algo-
rithms for singleobjective optimization, little is known about
how self-adaptation influences multi-objective evolutionary al-
gorithms. In this work, we contribute (1) extensive experimen-
tal analysis of the Global Simple Evolutionary Multi-objective
Algorithm (GSEMO) variants on classic problems, such as One-

MinMax, LOTZ, COCZ, and (2) a novel version of GSEMO with
self-adjusting mutation rates. To enable self-adaptation in
GSEMO, we explore three techniques from single-objective
optimization for self-adjusting mutation rates and use various
performance metrics, such as hypervolume and inverted gen-
erational distance, to guide the adaptation. Our experiments
show that adapting the mutation rate based on single-objective
optimization and hypervolume can speed up the convergence
of GSEMO. Moreover, we demonstrate that a GSEMO with self-
adjusting mutation rates, which focuses on optimizing one of
the objectives alternatively and adjusts the mutation rate for
each solution individually, can outperform the GSEMO with
static mutation rates across the tested problem. This work
provides a comprehensive benchmarking study for MOEAs
and complements existing theoretical runtime analysis. Our
proposed algorithm addresses interesting issues for designing
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MOEAs for future practical applications.

Understanding Search Trajectories in Parameter Tuning

María Inés Riveros, Nicolas Rojas-Morales, Elizabeth Montero,
Gabriela Ochoa

The search for proper parameter values is a key process for ap-
plying metaheuristic algorithms to solving complex optimiza-
tion problems. Several specialized tuning methods have been
proposed in the literature. One of the main difficulties when
tuning parameters is the stochastic nature of metaheuristic
algorithms and their requirement to solve problem instances
with different features. In this work, we are interested in un-
derstanding different tuning process features using the Search
Trajectory Networks approach. Here, a network of search pro-
cesses can be constructed based on the solutions visited and
the sequences of visits performed. Here, we extend the defi-
nitions of Search Trajectory Networks to tuning processes us-
ing two tuning methods from the literature: ParamILS and
Evoca. We analyze the differences between the parameter tun-
ing processes they perform and the incidence of their main
hyper-parameters in these processes. From our results, we con-
clude the relevance of the number of pairs seed/instance for
the search performed by ParamILS but not for Evoca regarding
the number of visited configurations and the network’s connec-
tivity. Moreover, the evolutionary nature of Evoca promotes an
exploratory behavior, traversing trajectories with fewer nodes
in common compared to ParamILS.

The Role of the Substrate in CA-based Evolutionary
Algorithms

Gloria Pietropolli, Stefano Nichele, Eric Medvet

Cellular automata (CA) are a convenient way to describe the
distributed evolution of a dynamical system over discrete time
and space. They can be used to express evolutionary algo-
rithms (EAs), where the time is the flow of iterations and the
space is where the population is hosted. When the CA evolves
over a finite grid of cells, the substrate, each cell hosts an in-
dividual and the CA rule applies variation operators using the
local and neighbor individuals. In this paper, we explore the
possibility of enforcing a structure on the substrate. Instead of
a flat toroidal grid, we use substrates where some empty cells
never host individuals. These cells may act as barriers, slowing
down the propagation of genetic traits and hence potentially
improving the population diversity, eventually mitigating the
risk of premature convergence. We experimentally evaluate
the impact of these substrates using a simple CA-based EA on
multi-modal and multi-objective problems. We find evidence
of a positive impact in some circumstances; on multi-modal
problems, convergence is slightly faster and the EA more often
reaches all the targets.
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Federated Genetic Algorithm: Two-Layer Privacy-Preserving
Trajectory Data Publishing

Yong-Feng Ge, Hua Wang, Jinli Cao, Yanchun Zhang, Georgios
Kambourakis

Nowadays, trajectory data is widely available and used in var-
ious real-world applications such as urban planning, naviga-
tion services, and location-based services. However, publish-
ing trajectory data can potentially leak sensitive information
about identity, personal profiles, and social relationships, and
requires privacy protection. This paper focuses on optimizing
Privacy-Preserving Trajectory Data Publishing (PP-TDP) prob-
lems, addressing the limitations of existing techniques in the
trade-off between privacy protection and information preser-
vation. We propose the Federated Genetic Algorithm (FGA) in
this paper, aiming to achieve better local privacy protection
and global information preservation. FGA consists of multiple
local optimizers and a single global optimizer. The parallel local
optimizer enables the local data center to retain the original tra-
jectory data and share only the locally anonymized outcomes.
The global optimizer collects the local anonymized outcomes
and further optimizes the preservation of information while
achieving comprehensive privacy protection. To optimize the
discrete-domain PP-TDP problems more efficiently, this pa-
per proposes a grouping-based strategy, an intersection-based
crossover operation, and a complement-based mutation oper-
ation. Experimental results demonstrate that FGA outperforms
its competitors in terms of solution accuracy and search effi-
ciency.

Promoting Two-sided Fairness in Dynamic Vehicle Routing
Problems

Yufan Kang, Rongsheng Zhang, Wei Shao, Flora D. Salim, Jeffrey
Chan

Dynamic Vehicle Routing Problem (DVRP), is an extension
of the classic Vehicle Routing Problem (VRP), which is a fun-
damental problem in logistics and transportation. Typically,
DVRPs involve two stakeholders: service providers that deliver
services to customers and customers who raise requests from
different locations. Many real-world applications can be for-
mulated as DVRP such as ridesharing and non-compliance
capture. Apart from original objectives like optimising total
utility or efficiency, DVRP should also consider fairness for all
parties. Unfairness can induce service providers and customers
to give up on the systems, leading to negative financial and so-
cial impacts. However, most existing DVRP-related applications
focus on improving fairness from a single side, and there have
been few works considering two-sided fairness and utility opti-
misation concurrently. To this end, we propose a novel frame-
work, a Two-sided Fairness-aware Genetic Algorithm (named
2FairGA), which expands the genetic algorithm from the origi-
nal objective solely focusing on utility to multi-objectives that
incorporate two-sided fairness. Subsequently, the impact of
injecting two fairness definitions into the utility-focused model
and the correlation between any pair of the three objectives are
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explored. Extensive experiments demonstrate the superiority
of our proposed framework compared to the state-of-the-art.

Reinforcing Inter-Class Dependencies in the Asymmetric
Island Model⋆

Andrew Festa, Gaurav Dixit, Kagan Tumer

Multiagent learning allows agents to learn cooperative behav-
iors necessary to accomplish team objectives. However, coor-
dination requires agents to learn diverse behaviors that work
well as part of a team, a task made more difficult by all agents
simultaneously learning their own individual behaviors. This
is made more challenging when there are multiple classes of
asymmetric agents in the system with differing capabilities
that work together as a team. The Asymmetric Island Model
alleviates these difficulties by simultaneously optimizing for

class-specific and team-wide behaviors as independent pro-
cesses that enable agents to discover and refine optimal joint-
behaviors. However, agents learn to optimize agent-specific
behaviors in isolation from other agent classes, leading them
to learn egocentric behaviors that are potentially sub-optimal
when paired with other agent classes. This work introduces
Reinforced Asymmetric Island Model (RAIM), a framework for
explicitly reinforcing closely dependent inter-class agent be-
haviors. When optimizing the class-specific behaviors, agents
learn alongside stationary representations of other classes, al-
lowing them to efficiently optimize class-specific behaviors
that are conditioned on the expectation of the behaviors of the
complementary agent classes. Experiments in an asymmetric
harvest environment highlight the effectiveness of our method
in learning robust inter-agent behaviors that can adapt to di-
verse environment dynamics.

Genetic Programming
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Searching for a Diversity of Interpretable Graph Control
Policies

Giorgia Nadizar, Eric Medvet, Dennis G. Wilson

Graph-based Genetic Programming (GGP) can create inter-
pretable control policies in graph form, but faces challenges
such as local optima and solution fragility, which undermine
its efficacy. Quality-Diversity (QD) has been effective in ad-
dressing similar issues, traditionally in Artificial Neural Net-
work (ANN) optimization. In this paper, we introduce a general
Graph Quality-Diversity (G-QD) framework to enhance the per-
formance of GGP with QD optimization, obtaining a variety of
interpretable, effective, and resilient policies. Using Cartesian
Genetic Programming (CGP) as the GGP technique and MAP-
Elites (ME) as the QD algorithm, we leverage a combination of
behavior and graph structural descriptors. Experimenting on
two navigation and two locomotion continuous control tasks,
our framework yields an array of effective yet behaviorally and
structurally diverse policies, surpassing the performance of a
standard Genetic Algorithm (GA). The resulting solution set
also increases interpretability, allowing for insight into the con-
trol tasks. Additionally, our experiments demonstrate the ro-
bustness of the solutions to faults such as sensor damage.

Sign Change Detection based Fitness Evaluation for
Automatic Implicit Equation Discovery

Jiahao Wen, Junlan Dong, Jinghui Zhong

Automatic implicit equation discovery is a meaningful and
challenging problem in symbolic regression. The current com-
mon methods for the automatic discovery of implicit equations
include derivative calculations and comprehensive learning.
However, both methods come with their own set of challenges.

Derivative calculations pose difficulties in handling sparse data.
The comprehensive learning method may encounter problems
associated with multiple multiplications, making it difficult
to find the optimal equation. Inspired by Bolzanos theorem,
we propose a new evaluation mechanism known as the "Sign
Change Detection (SCD) based Fitness Evaluation". The main
idea of our proposed mechanism is to approximate the solution
of an equation using Bolzanos theorem. This mechanism can
overcome the limitations associated with derivative calcula-
tions and comprehensive learning methods. Furthermore, we
integrate this mechanism with self-learning gene expression
programming (SL-GEP) to develop a new SCD-GEP method.
Experimental results have shown that the proposed method
surpasses the compared approaches in discovering implicit
equations, achieving a higher success rate in finding optimal
solutions.

Genetic-based Constraint Programming for Resource
Constrained Job Scheduling

Su Nguyen, Dhananjay Thiruvady, Yuan Sun, Mengjie Zhang

Resource constrained job scheduling is a hard combinatorial
optimisation problem that originates in the mining industry.
Off-the-shelf solvers cannot solve this problem satisfactorily
in reasonable timeframes, while other solution methods such
as evolutionary computation methods and matheuristics can-
not guarantee optimality and require low-level customisation
and specialised heuristics to be effective. This paper addresses
this gap by proposing a genetic programming algorithm to
discover efficient search strategies of constraint programming
for resource-constrained job scheduling. In the proposed al-
gorithm, evolved programs represent variable selectors to be
used in the search process of constraint programming, and
their fitness is determined by the quality of solutions obtained
by constraint programming for training instances. The nov-
elties of this algorithm are (1) a new representation of vari-
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able selectors, (2) a new fitness evaluation scheme, and (3) a
pre-selection mechanism. Tests with a large set of random
and benchmark instances show that the evolved variable se-
lectors can significantly improve the efficiency of constraining
programming. Compared to highly customised metaheuris-
tics and hybrid algorithms, evolved variable selectors can help
constraint programming identify quality solutions faster and
proving optimality is possible if sufficiently large run-times are
allowed. The evolved variable selectors are especially helpful
when solving instances with large numbers of machines.

Bias-Variance Decomposition: An Effective Tool to Improve
Generalization of Genetic Programming-based Evolutionary
Feature Construction for Regression

Hengzhe Zhang, Qi Chen, Bing Xue, Wolfgang Banzhaf, Mengjie
Zhang

Evolutionary feature construction is a technique that has been
widely studied in the domain of automated machine learn-
ing. A key challenge that needs to be addressed in feature
construction is its tendency to overfit the training data. Instead
of the traditional approach to control overfitting by reducing
model complexity, this paper proposes to control overfitting
based on bias-variance decomposition. Specifically, this pa-
per proposes reducing the variance of a model, i.e., reducing
the variance of predictions when exposed to data with injected
noise, to improve its generalization performance within a multi-
objective optimization framework. Experiments conducted on
42 datasets demonstrate that the proposed method effectively
controls overfitting and outperforms six model complexity mea-
sures for overfitting control. Moreover, further analysis reveals
that controlling overfitting adhering to bias-variance decompo-
sition outperforms several plausible variants, highlighting the
importance of controlling overfitting based on solid machine
learning theory.
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Learning Traffic Signal Control via Genetic Programming⋆

Xiao-Cheng Liao, Yi Mei, Mengjie Zhang

The control of traffic signals is crucial for improving transporta-
tion efficiency. Recently, learning-based methods, especially
Deep Reinforcement Learning (DRL), garnered substantial suc-
cess in the quest for more efficient traffic signal control strate-
gies. However, the design of rewards in DRL highly demands
domain knowledge to converge to an effective policy, and the
final policy also presents difficulties in terms of explainability.
In this work, a new learning-based method for signal control in
complex intersections is proposed. In our approach, we design
a concept of phase urgency for each signal phase. During sig-
nal transitions, the traffic light control strategy selects the next
phase to be activated based on the phase urgency. We then
proposed to represent the urgency function as an explainable

tree structure. The urgency function can calculate the phase ur-
gency for a specific phase based on the current road conditions.
Genetic programming is adopted to perform gradient-free opti-
mization of the urgency function. We test our algorithm on mul-
tiple public traffic signal control datasets. The experimental
results indicate that the tree-shaped urgency function evolved
by genetic programming outperforms the baselines, including
a state-of-the-art method in the transportation field and a well-
known DRL-based method.

Large Language Model-based Test Case Generation for GP
Agents⋆

Steven Jorgensen, Giorgia Nadizar, Gloria Pietropolli, Luca
Manzoni, Eric Medvet, Una-May O’Reilly, Erik Hemberg

Genetic programming (GP) is a popular problem-solving and
optimization technique. However, generating effective test
cases for training and evaluating GP programs requires strong
domain knowledge. Furthermore, GP programs often prema-
turely converge on local optima when given excessively diffi-
cult problems early in their training. Curriculum learning (CL)
has been effective in addressing similar issues across different
reinforcement learning (RL) domains, but it requires the man-
ual generation of progressively difficult test cases as well as
their careful scheduling. In this work, we leverage the domain
knowledge and the strong generative abilities of large language
models (LLMs) to generate effective test cases of increasing
difficulties and schedule them according to various curricula.
We show that by integrating a curriculum scheduler with LLM-
generated test cases we can effectively train a GP agent player
with environments-based curricula for a single-player game
and opponent-based curricula for a multi-player game. Finally,
we discuss the benefits and challenges of implementing this
method for other problem domains.

Reinforcement Learning-Assisted Genetic Programming
Hyper Heuristic Approach to Location-Aware Dynamic
Online Application Deployment in Clouds

Longfei Felix Yan, Hui Ma, Gang Chen

Location-Aware Dynamic Online Application dePloyment
(LADOAP) in clouds is an NP-hard combinatorial optimisa-
tion problem. Genetic Programming Hyper-Heuristic (GPHH)
has emerged as a promising approach for addressing LADOAP
demands by dynamically generating Virtual Machine (VM) se-
lection heuristics online. However, the performance of GPHH is
impeded by long simulation times and low sampling efficiency.
In this paper, we propose a novel hyper-heuristic framework
that integrates Genetic Programming Hyper-Heuristic (GPHH)
and Reinforcement Learning (RL) approaches to evolve rules
for efficiently selecting location-aware Virtual Machines (VMs)
capable of hosting multiple containers. The RL policy’s value
function acts as a surrogate model, significantly expediting the
evaluation of generated VM selection rules. By applying this
hybrid framework to LADOAP problems, we achieve compet-
itive performance with a notable reduction in the number of
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required simulations. This innovative approach not only en-
hances the efficiency of VM selection but also contributes to
advancing the state-of-the-art in addressing complex LADOAP
challenges.

Facilitating Function Application in Code Building Genetic
Programming

Thomas R. Helmuth, Jayden Fedoroff, Edward R. Pantridge, Lee
Spector

Code Building Genetic Programming (CBGP) is a method for
general inductive program synthesis that uses a genetic algo-
rithm and a formal type system to evolve linear genomes that
are compiled into type-safe programs in a host language. Prior
work showed that CBGP can evolve programs that use arbitrary
abstractions from existing codebases along with higher-order
functions and polymorphism. In tests on benchmark problems,
however, the problem solving capabilities of CBGP have been
mixed. One hypothesized explanation for weak performance
on some problems is that many functions encountered during
the compilation process are typically not applied. Here we pro-
pose two modifications to the compilation algorithm, both of
which make it more likely that functions will be applied when
composing programs. The first modification changes how fre-
quently CBGP attempts to perform function application, while
the second allows the construction of function applications to
backtrack. While both modifications increase solution rates
on benchmark problems, the backtracking modification shows
more promise with a modest increase in computational cost
and no additional configuration requirements. We argue that
this modification should be considered the new standard com-
pilation algorithm for CBGP systems.
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A Functional Analysis Approach to Symbolic Regression

Kirill Antonov, Roman Kalkreuth, Kaifeng Yang, Thomas Bäck,
Niki van Stein, Anna Kononova

Symbolic regression (SR) poses a significant challenge for ran-
domized search heuristics due to its reliance on the synthesis of
expressions for input-output mappings. Although traditional
genetic programming (GP) algorithms have achieved success
in various domains, they exhibit limited performance when
tree-based representations are used for SR. To address these
limitations, we introduce a novel SR approach called Fourier
Tree Growing (FTG) that draws insights from functional anal-
ysis. This new perspective enables us to perform optimiza-
tion directly in a different space, thus avoiding intricate sym-
bolic expressions. Our proposed algorithm exhibits significant
performance improvements over traditional GP methods on a
range of classical one-dimensional benchmarking problems.
To identify and explain the limiting factors of GP and FTG, we
perform experiments on a large-scale polynomials benchmark
with high-order polynomials up to degree 100. To the best of

the authors knowledge, this work represents the pioneering ap-
plication of functional analysis in addressing SR problems. The
superior performance of the proposed algorithm and insights
into the limitations of GP open the way for further advancing
GP for SR and related areas of explainable machine learning.

Multiview Symbolic Regression

Etienne Russeil, Fabricio Olivetti de Franca, Konstantin
Malanchev, Bogdan Burlacu, Emille Ishida, Marion Leroux,
Clément Michelin, Guillaume Moinard, Emmanuel Gangler

Symbolic regression (SR) searches for analytical expressions
representing the relationship between explanatory and re-
sponse variables. Current SR methods assume a single dataset
extracted from a single experiment. Nevertheless, frequently,
the researcher is confronted with multiple sets of results ob-
tained from experiments conducted with different set-ups. Tra-
ditional SR methods may fail to find the underlying expression
since the parameters of each experiment can be different. In
this work we present Multi-View Symbolic Regression (MvSR),
which takes into account multiple datasets simultaneously,
mimicking experimental environments, and outputs a general
parametric solution. This approach fits the evaluated expres-
sion to each independent dataset and returns a parametric
family of functions (; ) simultaneously capable of accurately
fitting all datasets. We demonstrate the effectiveness of MvSR
using data generated from known expressions, as well as real-
world data from astronomy, chemistry and economy, for which
an a priori analytical expression is not available. Results show
that MvSR obtains the correct expression more frequently and
is robust to hyperparameters change. In real-world data, it is
able to grasp the group behaviour, recovering known expres-
sions from the literature as well as promising alternatives, thus
enabling the use MvSR to a large range of experimental scenar-
ios.

MetaSR: A Meta-Learning Approach to Fitness Formulation
for Frequency-Aware Symbolic Regression

Kei Sen Fong, Mehul Motani

State-of-the-art Symbolic Regression (SR) algorithms employ
evolutionary techniques to fulfill the task of generating a con-
cise mathematical expression that fulfills an objective. A com-
mon objective is to fit to a dataset of input-output pairs, in
which the faithfulness of a predicted output to the actual out-
put is used as the fitness measure (e.g., R-squared). In many
datasets, among the candidate expressions evaluated, there
tends to be a large number of pseudo-expressions, referring to
expressions that achieve high fitness but do not resemble the
ground-truth equation. These pseudo-expressions decrease
the equation recovery rate of SR algorithms. To formulate novel
fitness measures that function as better discriminators of the
ground-truth equation, we introduce a novel meta-learning ap-
proach to SR, MetaSR, in which we utilize SR itself to discover
new fitness measures that can be complex combinations of
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existing base measures. In this paper, we focus on frequency-
aware symbolic regression, where the fitness can depend on
the frequency domain. We show that our new fitness mea-
sures better discriminate the ground-truth equation from other
equations and demonstrate the improved performance of our
method against existing algorithms.

Improving the efficiency of GP-GOMEA for higher-arity
operators

Thalea Schlender, Mafalda Malafaya, Tanja Alderliesten, Peter
A.N. Bosman

Deploying machine learning models into sensitive domains in
our society requires these models to be explainable. Genetic
Programming (GP) can offer a way to evolve inherently inter-
pretable expressions. GP-GOMEA is a form of GP that has been
found particularly effective at evolving expressions that are ac-
curate yet of limited size and, thus, promote interpretability.
Despite this strength, a limitation of GP-GOMEA is template-
based. This negatively affects its scalability regarding the arity
of operators that can be used, since with increasing operator
arity, an increasingly large part of the template tends to go un-
used. In this paper, we therefore propose two enhancements to
GP-GOMEA: (i) semantic subtree inheritance, which performs
additional variation steps that consider the semantic context
of a subtree, and (ii) greedy child selection, which explicitly
considers parts of the template that in standard GP-GOMEA
remain unused. We compare different versions of GP-GOMEA
regarding search enhancements on a set of continuous and
discontinuous regression problems, with varying tree depths
and operator sets. Experimental results show that both pro-
posed search enhancements have a generally positive impact
on the performance of GP-GOMEA, especially when the set
of operators to choose from is large and contains higher-arity
operators.
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On the Nature of the Phenotype in Tree Genetic
Programming

Wolfgang Banzhaf, Illya Bakurov

In this contribution, we discuss the basic concepts of genotypes
and phenotypes in tree-based GP (TGP), and then analyze their
behavior using five real-world datasets. We show that TGP
exhibits the same behavior that we can observe in other GP
representations: At the genotypic level trees show frequently
unchecked growth with seemingly ineffective code, but on the
phenotypic level, much smaller trees can be observed. To gen-
erate phenotypes, we provide a unique technique for removing
semantically ineffective code from GP trees. The approach
extracts considerably simpler phenotypes while not being lim-
ited to local operations in the genotype. We generalize this
transformation based on a problem-independent parameter
that enables a further simplification of the exact phenotype by

coarse-graining to produce approximate phenotypes. The con-
cept of these phenotypes (exact and approximate) allows us to
clarify what evolved solutions truly predict, making GP models
considered at the phenotypic level much better interpretable.

Effective Adaptive Mutation Rates for Program Synthesis

Andrew Ni, Lee Spector

The problem-solving performance of many evolutionary al-
gorithms, including genetic programming systems used for
program synthesis, depends on the values of hyperparame-
ters including mutation rates. The mutation method used to
produce some of the best results to date on software synthe-
sis benchmark problems, Uniform Mutation by Addition and
Deletion (UMAD), adds new genes into a genome at a prede-
termined rate and then deletes genes at a rate that balances
the addition rate, producing no size change on average. While
UMAD with a predetermined addition rate outperforms many
other mutation and crossover schemes, we do not expect a
single rate to be optimal across all problems or all generations
within one run of an evolutionary system. However, many cur-
rent adaptive mutation schemes such as self-adaptive mutation
rates suffer from pathologies like the vanishing mutation rate
problem, in which the mutation rate quickly decays to zero.
We propose an adaptive bandit-based scheme that addresses
this problem and essentially removes the need to specify a mu-
tation rate. Although the proposed scheme itself introduces
hyperparameters, we either set these to good values or ensem-
ble them in a reasonable range. Results on software synthesis
and symbolic regression problems validate the effectiveness of
our approach.

Inexact Simplification of Symbolic Regression Expressions
with Locality-sensitive Hashing

Guilherme Seidyo Imai Aldeia, Fabricio Olivetti de Franca,
William G. La Cava

Symbolic regression (SR) searches for parametric models that
accurately fit a dataset, prioritizing simplicity and interpretabil-
ity. Despite this secondary objective, studies point out that
the models are often overly complex due to redundant opera-
tions, introns, and bloat that arise during the iterative process,
and can hinder the search with repeated exploration of bloated
segments. Applying a fast heuristic algebraic simplification
may not fully simplify the expression and exact methods can
be infeasible depending on size or complexity of the expres-
sions. We propose a novel agnostic simplification and bloat
control for SR employing an efficient memoization with locality-
sensitive hashing (LHS). The idea is that expressions and their
sub-expressions traversed during the iterative simplification
process are stored in a dictionary using LHS, enabling efficient
retrieval of similar structures. We iterate through the expres-
sion, replacing subtrees with others of same hash if they result
in a smaller expression. Empirical results shows that applying
this simplification during evolution performs equal or better
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than without simplification in minimization of error, signifi-
cantly reducing the number of nonlinear functions. This tech-
nique can learn simplification rules that work in general or for
a specific problem, and improves convergence while reducing
model complexity.

Minimum variance threshold for epsilon-lexicase selection

Guilherme Seidyo Imai Aldeia, Fabricio Olivetti de Franca,
William G. La Cava

Parent selection plays an important role in evolutionary al-
gorithms, and many strategies exist to select the parent pool
before breeding the next generation. Methods often rely on
average error over the entire dataset as a criterion to select the
parents, which can lead to an information loss due to aggrega-

tion of all test cases. Under -lexicase selection, the population
goes to a selection pool that is iteratively reduced by using each
test individually, discarding individuals with an error higher
than the elite error plus the median absolute deviation (MAD)
of errors for that particular test case. In an attempt to better
capture differences in performance of individuals on cases,
we propose a new criteria that splits errors into two partitions
that minimize the total variance within partitions. Our method
was embedded into the FEAT symbolic regression algorithm,
and evaluated with the SRBench framework, containing 122
black-box synthetic and real-world regression problems. The
empirical results show a better performance of our approach
compared to traditional -lexicase selection in the real-world
datasets while showing equivalent performance on the syn-
thetic dataset.

Hot Off the Press
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Feature Attribution Explanation Based on Multi-Objective
Evolutionary Learning

Ziming Wang, Changwu Huang, Xin Yao

Feature attribution explanation (FAE) method, which reveals
the contribution of each input feature to the model’s output, is
one of the most popular explainable artificial intelligence tech-
niques. To assess the quality of explanations provided by FAE
methods, various metrics spanning multiple dimensions have
been introduced. However, current FAE approaches often prior-
itize faithfulness of their explanations, neglecting other crucial
aspects. To address this issue, we define the construction of a
FAE explainable model as a multi-objective learning problem
and propose a framework that simultaneously considers mul-
tiple quality metrics during FAE explanation generation. Our
experimental results demonstrate that our approach outper-
forms existing FAE methods in terms of faithfulness, sensitivity,
and complexity. Moreover, our method has better diversity and
the capacity to offer different explanations for different stake-
holders.

Hot of the Press: Crossover Can Guarantee Exponential
Speed-Ups in Evolutionary Multi-Objective Optimisation

Andre Opris, Duc-Cuong Dang, Dirk Sudholt

Despite the popularity of evolutionary multi-objective (EMO)
algorithms in practices, their theoretical foundations are still
in the early development. Fundamental questions such as the
benefits of crossover are not fully understood. This work pro-
vides a theoretical analysis of the well-known EMO algorithms
GSEMO and NSGA-II to showcase the possible advantages of
crossover. We propose two classes of “royal road” functions,
one tailored for one-point crossover and another one for uni-
form crossover, on which the EMO algorithms cover the Pareto

front in expected polynomial time if crossover is being used.
But when disabling crossover, they require exponential time
to cover the Pareto front. The latter even holds for a large
class of black-box algorithms using any elitist selection and
any unbiased mutation operator, or even with the use of some
immune-inspired hypermutation operator. This is the first
example of a proven exponential performance gap through en-
abling crossover for the NSGA-II. This Hot-off-the-Press paper
summarises the work Duc-Cuong Dang, Andre Opris, and Dirk
Sudholt. Crossover can guarantee exponential speed-ups in evo-
lutionary multi-objective optimisation, Artificial Intelligence,
330 (2024), 104098.

Hot off the Press: Parallel Multi-Objective Optimization for
Expensive and Inexpensive Objectives and Constraints

Roy de Winter, Bas Milatz, Julian Blank, Niki van Stein, Thomas
Bäck, Kalyanmoy Deb

This paper presents the Inexpensive Objectives and Constraints
Self-Adapting Multi-Objective Constraint Optimization algo-
rithm using Radial Basis Function Approximations (IOC-SAMO-
COBRA). This algorithm is introduced to address constraint
multi-objective optimization problems that involve a mix of
computationally expensive and inexpensive evaluation func-
tions. The IOC-SAMO-COBRA algorithm iteratively learns the
expensive functions with radial basis function surrogates, while
the inexpensive functions are directly used in the search for
promising solutions. Two benefits of using the inexpensive
functions directly include: (1) The inexpensive functions do
not introduce approximation errors like surrogates do. (2) Time
can be saved as there is no need to fit and interpolate surrogate
models for the inexpensive functions. Results on 22 test func-
tions indicate that exploiting the inexpensive functions can be
beneficial as this results in better Pareto front approximations
compared to using surrogates for both expensive and inexpen-
sive functions. This paper serves as an extended abstract for
the Hot-off-the-Press track at GECCO 2024, building upon the
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paper "Parallel Multi-Objective Optimization for Expensive and
Inexpensive Objectives and Constraints" by de Winter et al.,
published in "Swarm and Evolutionary Computation Volume
86 (2024)"

Hypervolume-Based Cooperative Coevolution with Two
Reference Points for Multi-Objective Optimization

Lie Meng Pang, Hisao Ishibuchi, Linjun He, Ke Shang, Longcan
Chen

An important issue in hypervolume-based evolutionary multi-
objective optimization (EMO) algorithms is the specification
of a reference point for hypervolume calculation. However,
its appropriate specification has not been carefully studied in
the literature. Some recent studies have pointed out the im-
portance and difficulty of the reference point specification. Its
appropriate specification depends on problem characteristics
such as the Pareto front shape and the number of objectives. In
this paper, the difficulty of the reference point specification in
hypervolume-based EMO algorithms is circumvented by using
two reference points. Instead of using only a single reference
point, we propose a new hypervolume-based EMO algorithm
that can effectively utilize two reference points cooperatively.
Experimental results show that the proposed algorithm has
good and robust performance on a wide range of test prob-
lems. In comparison to hypervolume-based EMO algorithms
with only a single reference point, the proposed algorithm can
find a wider and more uniformly distributed solution set. On
a recently proposed real-world problem suite, the proposed
algorithm shows competitive performance in comparison to
state-of-the-art algorithms.

Hot off the Press: Towards Practical Preferential Bayesian
Optimization with Skew Gaussian Processes

Shion Takeno, Masahiro Nomura, Masayuki Karasuyama

We study preferential Bayesian optimization (BO) where reli-
able feedback is limited to pairwise comparison called duels.
An important challenge in preferential BO, which uses the pref-
erential Gaussian process (GP) model to represent flexible pref-
erence structure, is that the posterior distribution is a compu-
tationally intractable skew GP. The most widely used approach
for preferential BO is Gaussian approximation, which ignores
the skewness of the true posterior. Alternatively, Markov chain
Monte Carlo (MCMC) based preferential BO is also proposed.
In this work, we first verify the accuracy of Gaussian approx-
imation, from which we reveal the critical problem that the
predictive probability of duels can be inaccurate. This obser-
vation motivates us to improve the MCMC-based estimation
for skew GP, for which we show the practical efficiency of Gibbs
sampling and derive the low variance MC estimator. However,
the computational time of MCMC can still be a bottleneck in
practice. Towards building a more practical preferential BO, we
develop a new method that achieves both high computational
efficiency and low sample complexity, and then demonstrate its
effectiveness through extensive numerical experiments. This

paper for the Hot-off-the-Press track at GECCO’24 summarizes
the work: Towards Practical Preferential Bayesian Optimization
with Skew Gaussian Processes, ICML’23.

Hot off the Press: Runtime Analysis for the NSGA-II: Proving,
Quantifying, and Explaining the Inefficiency For Many
Objectives

Weijie Zheng, Benjamin Doerr

The NSGA-II is one of the most prominent algorithms to solve
multi-objective optimization problems. Despite numerous
successful applications, several studies have shown that the
NSGA-II is less effective for larger numbers of objectives. In
this work, we use mathematical runtime analyses to rigorously
demonstrate and quantify this phenomenon. We show that
even on the simple m-objective generalization of the discrete
OneMinMax benchmark, where every solution is Pareto op-
timal, the NSGA-II also with large population sizes cannot
compute the full Pareto front (objective vectors of all Pareto
optima) in sub-exponential time when the number of objec-
tives is at least three. The reason for this unexpected behav-
ior lies in the fact that in the computation of the crowding
distance, the different objectives are regarded independently.
This is not a problem for two objectives, where any sorting
of a pair-wise incomparable set of solutions according to one
objective is also such a sorting according to the other objec-
tive (in the inverse order). This paper for the Hot-off-the-
Press track at GECCO 2024 summarizes the work Weijie Zheng,
Benjamin Doerr: Runtime Analysis for the NSGA-II: Proving,
Quantifying, and Explaining the Inefficiency For Many Objec-
tives. IEEE Transactions on Evolutionary Computation, in press.
https://doi.org/10.1109/TEVC.2023.3320278.

A Mathematical Runtime Analysis of the Non-dominated
Sorting Genetic Algorithm III (NSGA-III)

Simon Wietheger, Benjamin Doerr

The Non-dominated Sorting Genetic Algorithm II (NSGA-II) is
the most prominent multi-objective evolutionary algorithm for
real-world applications. While it performs evidently well on
bi-objective optimization problems, empirical studies suggest
that it is less effective when applied to problems with more
than two objectives. A recent mathematical runtime analysis
confirmed this observation by proving that the NGSA-II for an
exponential number of iterations misses a constant factor of the
Pareto front of the simple m-objective OneMinMax problem
when m >= 3. In this work, we provide the first mathematical
runtime analysis of the NSGA-III, a refinement of the NSGA-II
aimed at better handling more than two objectives. We prove
that the NSGA-III with sufficiently many reference points – a
small constant factor more than the size of the Pareto front, as
suggested for this algorithm – computes the complete Pareto
front of the 3-objective OneMinMax benchmark in an expected
number of O(n log n) iterations. This result holds for all popula-
tion sizes (that are at least the size of the Pareto front). It shows
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a drastic advantage of the NSGA-III over the NSGA-II on this
benchmark.

HOP 2

Tuesday, July 16, 16:30–17:40 Room Room 107

Model-based Gradient Search using the Plackett-Luce model

Valentino Santucci, Josu Ceberio

A large class of metaheuristic algorithms, such as Estimation
of Distribution Algorithms, optimize problems using probabil-
ity distributions, with generative methods updating distribu-
tions through sampled solutions. However, these algorithms
often rely on time-consuming numerical methods for parame-
ter estimation or solution sampling, particularly challenging
in permutation-based combinatorial optimization. This work
proposes a method within the frameowork of model-based
gradient search to alleviate the computational overheads in
permutation problems, employing the Plackett-Luce model to
define the probability model. Additionally, a parameter-free
variant is investigated. Experimental validation demonstrates
the superiority of the gradient search approach over competi-
tors, both in terms of effictiveness and efficiency.

Hot off the Press: Runtime Analysis of the SMS-EMOA for
Many-Objective Optimization

Weijie Zheng, Benjamin Doerr

The classic NSGA-II was recently proven to have considerable
difficulties in many-objective optimization. This paper con-
ducts the first rigorous runtime analysis in many objectives
for the SMS-EMOA, a steady-state NSGA-II that uses the hy-
pervolume contribution instead of the crowding distance as
the second selection criterion. To this aim, we first propose
a many-objective counterpart, the m-objective mOJZJ, of the
bi-objective OJZJ, which is the first many-objective multimodal
benchmark for runtime analysis. We prove that SMS-EMOA
computes its full Pareto front in expected O(Mˆ2 nˆk) iterations,
where M denotes the Pareto front size. This result together
with the existing negative result on the original NSGA-II shows
that in principle, the general approach of NSGA-II is suitable
for many-objective optimization, but the crowding distance
as tie-breaker has deficiencies. We obtain three additional in-
sights on SMS-EMOA. Different from a recent result for the
bi-objective OJZJ, the stochastic population update often does
not help for mOJZJ. On the positive side, we prove that heavy-
tailed mutation still results in a speed-up of order kˆk+0.5-.
Finally, we conduct the first runtime analyses of SMS-EMOA
on the bi-objective OneMinMax and LOTZ and show that it has
a performance comparable to GSEMO and NSGA-II.

Runtime Analysis of the (µ+1) GA: Provable Speed-Ups from
Strong Drift towards Diverse Populations

Benjamin Doerr, Aymen Echarghaoui, Mohammed Jamal, Mar-
tin S. Krejca

Most evolutionary algorithms used in practice heavily employ
crossover. In contrast, the rigorous understanding of how
crossover is beneficial is largely lagging behind. In this work,
we make a considerable step forward by analyzing the popula-
tion dynamics of the (µ+1) genetic algorithm when optimizing
the Jump benchmark. We observe (and prove via mathemat-
ical means) that once the population contains two different
individuals on the local optimum, the diversity in the popu-
lation increases in expectation. From this drift towards more
diverse states, we show that a diversity suitable for crossover
to be effective is reached quickly and, more importantly, then
persists for a time that is at least exponential in the popula-
tion size µ. This drastically improves over the previously best
known guarantee, which is only quadratic in µ. Our new un-
derstanding of the population dynamics easily gives stronger
performance guarantees. In particular, we derive that popula-
tion sizes logarithmic in the problem size n already suffice to
gain anΩ(n)-factor runtime improvement from crossover (pre-
vious works achieved comparable bounds only with µ=Θ(n)
or via a non-standard mutation rate).

Exploring the Explainable Aspects and Performance of a
Learnable Evolutionary Multiobjective Optimization Method

Giovanni Misitano

Learnable evolutionary optimization integrates population-
based heuristics like Darwinian evolutionary algorithms with
machine learning models. This method alternates between evo-
lutionary and learning modes during optimization. In the learn-
ing mode, it employs machine learning to hypothesize which
individuals in the population are high performing, generating
new individuals to enhance the search for optimal solutions.
This approach can be extended to tackle multiobjective opti-
mization problems. These problems are characterized by hav-
ing multiple, so-called Pareto optimal solutions. Alone, these
solutions are incomparable, and it is up to a decision maker, a
domain expert, to express preferences on which solution they
find to be the best. Interactive multiobjective optimization
methods support decision makers, allowing them to iteratively
express preferences, guiding the search for promising solutions.
Our paper presents an evolutionary interactive multiobjective
optimization method using learnable evolutionary optimiza-
tion. We employ an explainable, rule-based machine learn-
ing model to provide decision makers with comprehensible
explanations aiding their preference expression and decision-
making. While explainability in artificial intelligence has been
extensively studied, its application in interactive learnable evo-
lutionary multiobjective optimization is novel. Our method
shows potential for improved search performance in finding
optimal solutions. We provide all developed work as free and
open-source software for wider accessibility and application.

Enhancing Prediction, Explainability, Inference and
Robustness of Decision Trees via Symbolic
Regression-Discovered Splits

Kei Sen Fong, Mehul Motani
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We introduce a hybrid machine learning algorithm that uti-
lizes Genetic Programming-based Symbolic Regression (SR) to
create decision trees (DT) with enhanced prediction, explain-
ability, inference and robustness. Conventional DT algorithms
for classification tasks are limited to axis-parallel splits. Thus,
when the true boundaries do not align with feature axes, DT is
likely to exhibit complex structures. In this work, we introduce
SR-Enhanced DT (SREDT), which utilizes SR to increase the
richness of the class of potential DT splits. We assess the per-
formance of SREDT on both synthetic and real-world datasets.
Despite its simplicity, our approach yields remarkably com-
pact trees that surpass DT and its variant, oblique DT (ODT),
in supervised classification tasks in terms of accuracy and F-
score. SREDT possesses low depth, with a small number of
leaves and terms, increasing explainability. SREDT also makes
faster inference, even compared to DT. SREDT also demon-
strates the highest robustness to noise. Furthermore, despite
being a small white-box model, SREDT demonstrates compet-
itive performance with large black-box tabular classification
algorithms, including tree ensembles and deep models. This
Hot-of-the-Press paper summarizes the work, K.S. Fong and
M. Motani, Symbolic Regression Enhanced Decision Trees for
Classification Tasks, The Annual AAAI Conference on Artificial
Intelligence (AAAI’24).

Improving Lexicase Selection with Informed Down-Sampling

Martin Briesch, Ryan Boldi, Dominik Sobania, Alexander Lale-
jini, Thomas Helmuth, Franz Rothlauf, Charles Ofria, Lee Spec-
tor

This short paper presents the main findings of our work titled
Informed Down-Sampled Lexicase Selection: Identifying Pro-
ductive Training Cases for Efficient Problem Solving, which was
recently published in the Evolutionary Computation Journal.
In this work, we introduce informed down-sampled lexicase
selection to dynamically build diverse subsets of training cases
during evolution using population statistics. We evaluate our
method on a set of program synthesis problems in two genetic
programming systems and find that informed down-sampling
improves performance in both systems compared to random
down-sampling when using lexicase selection. Additionally,
we investigate the constructed down-samples and find that
informed down-sampling can identify important training cases
and does so across different evolutionary runs and systems.

Multiobjective Evolutionary Component Effect on Algorithm
Behavior

Yuri Lavinas, Marcelo Ladeira, Gabriela Ochoa, Claus Aranha

There has been an increased interest in the automatic design
of multiobjective algorithms from their components to sim-
plify the development and application of new approaches. To
simplify the development and application of new multiob-
jective algorithms, there has been an increasing interest in
their automatic design from their components. These ma-
chine designed algorithms (auto-MOEA) can outperform their

human-designed counterparts, but it is still unknown which
components mostly influence their performance. We propose
a methodology to investigate the components’ effects on the
final auto-MOEA configuration. We study the components’
impact using Search Trajectory Networks (STNs), diversity of
the population, and anytime hypervolume values. We found
that analyzing the objective and decision spaces simultane-
ously provides complementary information about the algo-
rithms behaviour. This paper for the Hot-off-the-Press track
at GECCO 2024 summarizes the work Yuri Lavinas, Marcelo
Ladeira, Gabriela Ochoa, and Claus Aranha. 2023. Multiob-
jective Evolutionary Component Effect on Algorithm behavior.
ACM Trans. Evol. Learn. Optim. Just Accepted (August 2023).
https://doi.org/10.1145/3612933
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Hot off the Press: Runtime Analyses of Multi-Objective
Evolutionary Algorithms in the Presence of Noise

Matthieu Dinot, Benjamin Doerr, Ulysse Hennebelle, Sebastian
Will

In this work, we conduct the first mathematical runtime analy-
sis of a simple multi-objective evolutionary algorithm (MOEA)
on a classic benchmark in the presence of noise in the objective
function. We prove that when bit-wise prior noise with rate
p ≤α/n, α a suitable constant, is present, the simple evolution-
ary multi-objective optimizer (SEMO) without any adjustments
to cope with noise finds the Pareto front of the OneMinMax
benchmark in time O(n2 logn), just as in the case without noise.
Interestingly this result only holds when the objective value of
a solution is determined only once and the algorithm from
that point on works with this, possibly noisy, objective value.
We prove that when all solutions are reevaluated in each iter-
ation, then any noise rate p = ω(log(n)/n2) leads to a super-
polynomial runtime. This is very different from single-objective
optimization, where it is generally preferred to reevaluate so-
lutions whenever their fitness is important. This paper for
the Hot-off-the-Press track at GECCO 2024 summarizes the
work Matthieu Dinot, Benjamin Doerr, Ulysse Hennebelle, and
Sebastian Will. 2023. Runtime analyses of multi-objective evo-
lutionary algorithms in the presence of noise. In International
Joint Conference on Artificial Intelligence, IJCAI 2023. ijcai.org,
5549555.

A Semantic-based Hoist Mutation Operator for Evolutionary
Feature Construction in Regression [Hot off the Press]

Hengzhe Zhang, Qi Chen, Bing Xue, Wolfgang Banzhaf, Mengjie
Zhang

This Hot-off-the-Press paper summarizes our recently pub-
lished work, “A Semantic-based Hoist Mutation Operator for
Evolutionary Feature Construction in Regression” published
in IEEE Transactions on Evolutionary Computation. Our study
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introduces a semantic-based hoist mutation operator to con-
trol tree bloat and reduce tree sizes in genetic programming
(GP) based evolutionary feature construction algorithms. The
proposed operator identifies the most informative subtree with
the largest cosine similarity to the target semantics and then
hoists the subtree to the root as a new GP tree. This process re-
duces the tree sizes without compromising learning capability.
The proposed operator is supported by the probably approx-
imately correct (PAC) learning theory, ensuring that it does
not degrade the generalization upper bound of GP models. By
employing a hashing-based redundancy checking strategy, the
proposed method outperforms seven bloat control methods
on 98 datasets in reducing model size while maintaining test
performance at the same level. These findings demonstrate the
capability of using semantic hoist mutation for bloat control in
GP-based evolutionary feature construction.

Hot Off the Press: Benchmarking Derivative-Free Global
Optimization Algorithms under Limited Dimensions and
Large Evaluation Budgets

Linas Stripinis, Jakub Kudela, Remigijus Paulavicius

This Hot Off the Press paper provides a brief summary of our re-
cent work Benchmarking Derivative-Free Global Optimization
Algorithms under Limited Dimensions and Large Evaluation
Budgets published in IEEE Transactions on Evolutionary Com-
putation [ 5]. In the paper, we performed a comprehensive com-
putational comparison between stochastic and deterministic
global optimization algorithms with twenty-five representative
state-of-the-art methods selected from both classes. The exper-
iments were set up with up to twenty dimensions and relatively
large evaluation budgets (10ˆ5). Benchmarking was carried out
in a significantly expanded version of the DIRECTGOLib v2.0
library, which included ten distinct collections of primarily con-
tinuous test functions. The evaluation of the methods focused
on various aspects, such as solution quality, time complexity,
and function evaluation usage. The rankings were determined
using statistical tests and performance profiles. Our findings
suggest that while state-of-the-art deterministic methods could
find reasonable solutions with comparatively fewer function
evaluations, most stochastic algorithms require more extensive
evaluation budgets to deliver comparable results. However, the
performance of stochastic algorithms excelled in more complex
and higher-dimensional problems. These research findings of-
fer valuable insights for practitioners and researchers, enabling
them to tackle diverse optimization problems effectively.

Hot Off the Press: Soft computing methods in the solution of
an inverse heat transfer problem with phase change

Tomáš Mauder, Jakub Kudela, Lubomír Klimeš, Martin Zálešák,
Pavel Charvát

This Hot Off the Press paper summarizes our recent work Soft
computing methods in the solution of an inverse heat transfer
problem with phase change: A comparative study published in

Engineering Applications of Artificial Intelligence [5]. In the pa-
per, we study inverse heat transfer problems with phase change,
where the boundary heat flux is estimated. Such problems are
ill-posed and their solution is challenging. Although there were
conventional developed for this problem in the past, they are
not well-suited for cases including phase change, as these con-
tain strong non-linearities that bring additional computational
difficulties. For such problems, soft computing methods pro-
vide a promising approach. Four methods from distinct cate-
gories of techniques are applied to this problem and thoroughly
compared - the conventional gradient-based method, a fuzzy
logic-based method, a population-based meta-heuristic, and a
surrogate-assisted method. A reformulation of the problem uti-
lizing dimension reduction and decomposition schemes was
developed, bringing extensive computational improvements.
The metaheuristic and the surrogate-based methods showed
superior performance. Their performance was also rather sta-
ble and insensitive to the location of the temperature sensor
(the source of data for the inverse estimation). A Zenodo repos-
itory with the complete implementation of all considered prob-
lems and methods is available.

Linear Convergence Rate Analysis of the (1+1)-ES on Locally
Strongly Convex and Lipschitz Smooth Functions

Daiki Morinaga, Kazuto Fukuchi, Jun Sakuma, Youhei Akimoto

Evolution strategy (ES) achieves widespread success in applica-
tions as a continuous black-box optimization algorithm. How-
ever, theoretical guarantee of its convergence rate has been
done only inside convex quadratic functions and their mono-
tonic transformations. In this study, we derive an upper bound
and a lower bound of the rates of linear convergence of the
(1+1)-ES on locally L-strongly convex and U -smooth functions,
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of the upper bound derived is competitive to that derived for a
derivative-free optimization (DFO) algorithm in the previous
study. Unlike DFO studies, any prior knowledge on the mathe-
matical properties of the objective function such as Lipschitz
constant is not given to the optimization algorithm.

Trust Your Neighbours: Handling Noise in Multi-Objective
Optimisation Using kNN-Averaging (GECCO’24 Hot off the
Press)

Stefan Klikovits, Cédric Ho Thanh, Ahmet Cetinkaya, Paolo Ar-
caini

The non-deterministic nature of modern systems such as
cyber-physical systems (e.g. due to sensor noise) and multi-
process/multi-agent systems (e.g. due to timing differences),
poses a significant challenge in the field of multi-objective
optimisation (MOO). Those systems may produce different ob-
jective values on every evaluation of the objective function, in
which case the effectiveness of classical MOO algorithms can
no longer be guaranteed. It has indeed been observed that
they are prone to producing results that are either not optimal
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or not feasible. An obvious, yet naive, solution is to approxi-
mate the true fitness of a solution by sampling the objective
function multiple times. However, this leads to significantly
more evaluations of the objective function, which may not be
acceptable, e.g. if the fitness function is expensive to compute.
To tackle this issue, we propose kNN-averaging, an MOO algo-
rithm that approximates the true fitness of solutions based on a
k-nearest neighbours (kNN) regression scheme. We experimen-
tally compare kNN-averaging to two resampling-based meth-
ods, a Gaussian process-based spectral sampling approach,
and the default, uncorrected baseline, on 40 benchmark prob-
lems and one real-world case study.

Summary of “Curiosity creates Diversity in Policy Search”

Paul-Antoine le Tolguenec, Emmanuel Rachelson, Yann Besse,
Dennis G. Wilson

When searching for policies, reward-sparse environments often
lack sufficient information about which behaviors to improve
upon or avoid. In such environments, the policy search pro-
cess is bound to blindly search for reward-yielding transitions
and no early reward can bias this search in one direction or
another. A way to overcome this is to use intrinsic motivation
in order to explore new transitions until a reward is found. In
this work, we use a recently proposed definition of intrinsic
motivation, Curiosity, in an evolutionary policy search method.
In Le Tolguenec et al. 2023, we proposed Curiosity-ES, an evo-
lutionary strategy adapted to use Curiosity as a fitness metric.
We compare Curiosity-ES with other evolutionary algorithms
intended for exploration, as well as with Curiosity-based rein-
forcement learning, and find that Curiosity-ES can generate
higher diversity without the need for an explicit diversity crite-
rion and leads to more policies which find reward.

HOP 4
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A Review of Randomness Techniques in Deep Neural
Networks

Mohammed Ghaith Altarabichi, Sławomir Nowaczyk, Sepideh
Pashami, Peyman Sheikholharam Mashhadi, Julia Handl

This paper investigates the effects of various randomization
techniques on Deep Neural Networks (DNNs) learning perfor-
mance. We categorize the existing randomness techniques
into four key types: injection of noise/randomness at the data,
model structure, optimization or learning stage. We use this
classification to identify gaps in the current coverage of poten-
tial mechanisms for the introduction of randomness, leading
to proposing two new techniques: adding noise to the loss
function and random masking of the gradient updates. We
use a Particle Swarm Optimizer (PSO) for hyperparameter opti-
mization and evaluate over 30,000 configurations across stan-
dard computer vision benchmarks. Our study reveals that data
augmentation and weight initialization randomness signifi-
cantly improve performance, and different optimizers prefer

distinct randomization types. The complete implementation
and dataset are available on GitHub.

How to Use the Metropolis Algorithm for Multi-Objective
Optimization?

Weijie Zheng, Mingfeng Li, Renzhong Deng, Benjamin Doerr

As demonstrated by empirical and theoretical work, the
Metropolis algorithm can cope with local optima by accept-
ing inferior solutions with suitably small probability. This pa-
per extends this research direction into multi-objective opti-
mization. The original Metropolis algorithm has two compo-
nents, one-bit mutation and the acceptance strategy, which
allows accepting inferior solutions. When adjusting the ac-
ceptance strategy to multi-objective optimization in the way
that an inferior solution that is accepted replaces its parent,
then the Metropolis algorithm is not very efficient on our multi-
objective version of the multimodal DLB benchmark called
DLTB. With one-bit mutation, this multi-objective Metropo-
lis algorithm cannot optimize DLTB, with standard bit-wise
mutation it needs at least (nˆ5) time to cover the full Pareto
front. In contrast, we show that many other multi-objective
optimizers, namely GSEMO, SMS-EMOA, and NSGA-II, only
need time O(nˆ4). When keeping the parent when an inferior
point is accepted, the multi-objective Metropolis algorithm
both with one-bit or standard bit-wise mutation solves DLTB
efficiently, with one-bit mutation experimentally leading to
better results than several other algorithms. Overall, our work
suggests that the general mechanism of Metropolis algorithm
can be interesting in multi-objective optimization, but that the
implementation details can have a huge impact on the perfor-
mance.

Evo-Panel: Dynamic Visualization Tool for Optimization
Process

Yao-Hsin Chou, Cheng-Yen Hua, Shu-Yu Kuo, Yu-Chi Jiang, Sy-
Yen Kuo

This article for the Hot-off-the-Press track at GECCO 2024 sum-
marizes recent work titled ‘Evo-Panel: Dynamic Visualization
Tool for Optimization Process’, published in IEEE Transactions
on Emerging Topics in Computational Intelligence. We believe
this work is of interest to the GECCO community as it repre-
sents the first attempt to establish a comprehensive dynamic
visualization tool, Evo-Panel, capable of directly and flexibly
illustrating the detailed procedures of metaheuristics and opti-
mization methods in solving numerical benchmark functions.
The objective of Evo-Panel is to help users identify the influ-
ence of the design formulas, operations, and parameters on
the capabilities and performances of the algorithms. Using
Evo-Panel, users can trace each movement, intuitively observe
the process, and interpret the processes related to evolution-
ary algorithms (EAs), which are important to explainable AI.
Moreover, Evo-Panel can perform a comparative analysis to
illustrate the differences between algorithms. The case study
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results demonstrate that employing Evo-Panel enables pro-
fessors to explain optimization algorithms visually engagingly
and enhances the students understanding of EAs. The tool
can promote CI-related education from teaching and learning
perspectives. Furthermore, researchers can use it to obtain in-
formation for analysis, facilitate debugging, verify design ideas,
gain insights into the process, and improve the design of EAs.

Hot off the Press: The First Proven Performance Guarantees
for the Non-Dominated Sorting Genetic Algorithm II
(NSGA-II) on a Combinatorial Optimization Problem

Sacha Axel Cerf, Benjamin Doerr, Benjamin Hebras, Yakob Ka-
hane, Simon Wietheger

In this work, we give the first proven performance guaran-
tees for a classic optimization problem, the NP-complete bi-
objective minimum spanning tree problem. More specifi-
cally, we show that the NSGA-II with population size N ≥
4((n −1)wmax +1) computes all extremal points of the Pareto
front in an expected number of O(m2nwmax log(nwmax)) it-
erations, where n is the number of vertices, m the number of
edges, and wmax is the maximum edge weight in the problem
instance. This result confirms, via mathematical means, the
good performance of the NSGA-II observed empirically. It also
paves the way for analyses of the NSGA-II on complex combi-
natorial optimization problems. As a side result, we also obtain
a new analysis of the performance of the GSEMO algorithm on
the bi-objective minimum spanning tree problem, which im-
proves the previous best result by a factor of |F |, the number of
points in the convex hull of the Pareto front, a set that can be as
large as nwmax. The main reason for this improvement is our
observation that both algorithms find the different extremal
points in parallel rather than sequentially, as assumed in the
previous proofs.

Distributed Repair of Deep Neural Networks (Hot off the
Press at GECCO 2024)

Davide Li Calsi, Matias Duran, Xiao-Yi Zhang, Paolo Arcaini,
Fuyuki Ishikawa

Deep Neural Networks (DNNs) are increasingly used for criti-
cal tasks, such as classification in autonomous driving, whose
trustworthiness is extremely important. To guarantee trust-
worthiness, DNN repair has been used to improve DNN per-
formance, by using metaheuristic search to find alternative

values of specific weights, that allow to improve the DNN accu-
racy. However, achieving perfect accuracy is not possible, and,
therefore, one should prioritise the most critical misclassifica-
tions, such as those of pedestrians. To this aim, we propose
DistrRep, a search-based DNN repair approach that considers
priorities among the different misclassifications given by their
risk levels. For each misclassification, DistrRep identifies the
weights responsible for that misclassification, and runs a repair
approach based on Particle Swarm Optimization that fixes the
weights. Then, starting from all the repaired models, it runs
another search-based repair that searches for the DNN model
that integrates all the single repaired models, by considering
the risk levels of the different misclassifications. Experimental
results show that the search-based approach implemented by
DistrRep is more effective that retraining approaches and other
DNN repair approaches. Extended abstract of the paper: D. Li
Calsi, M. Duran, X. Zhang, P. Arcaini, F. Ishikawa, “Distributed
Repair of Deep Neural Networks” in ICST 2023.

Combining Online Learning with Mutation-Based Stochastic
Search to Repair Buggy Programs

Joseph Renzullo, Westley Weimer, Stephanie Forrest

This article summarizes recent work in the field of Automated
Program Repair that was published in Transactions on Evolu-
tionary Learning and Optimization as Evolving Software: Com-
bining Online Learning with Mutation-Based Stochastic Search.
Automated Program Repair is a subfield of software engineering
that has the goal of repairing defects in software with minimal
human involvement. A popular approach combines random
mutation with some form of search, but these methods are
highly conservative, because most mutations are deleterious
and can damage the program. We describe a method inspired
by neutral mutations in biological systems that splits the prob-
lem of finding useful mutations into two stages. First, before a
bug is identified, we generate mutations and screen them for
safety, discarding any that break required functionality of the
program. Then, when a software bug is reported, we rapidly
and dynamically test large subsets of the earlier-discovered
pool of mutations to find those that repair the defect. We im-
plement this method in an algorithm called MWRepair, which
uses online learning to guide the aggressiveness of the search
process. MWRepair extends the reach of existing mutation-
based techniques to repair harder and more complex defects
in programs.

Learning for Evolutionary Computation

CS + L4EC⋆

Tuesday, July 16, 11:00–12:20 Room Room 111

Learning from Offline and Online Experiences: A Hybrid
Adaptive Operator Selection Framework⋆

Jiyuan Pei, Jialin Liu, Yi Mei

In many practical applications, usually, similar optimisation
problems or scenarios repeatedly appear. Learning from
previous problem-solving experiences can help adjust algo-
rithm components of meta-heuristics, e.g., adaptively select-
ing promising search operators, to achieve better optimisa-
tion performance. However, those experiences obtained from
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previously solved problems, namely offline experiences, may
sometimes provide misleading perceptions when solving a new
problem, if the characteristics of previous problems and the
new one are relatively different. Learning from online experi-
ences obtained during the ongoing problem-solving process is
more instructive but highly restricted by limited computational
resources. This paper focuses on the effective combination of
offline and online experiences. A novel hybrid framework that
learns to dynamically and adaptively select promising search
operators is proposed. Two adaptive operator selection mod-
ules with complementary paradigms cooperate in the frame-
work to learn from offline and online experiences and make
decisions. An adaptive decision policy is maintained to balance
the use of those two modules in an online manner. Extensive
experiments on 170 widely studied real-value benchmark op-
timisation problems and a benchmark set with 34 instances
for combinatorial optimisation show that the proposed hybrid
framework outperforms the state-of-the-art methods. Ablation
study verifies the effectiveness of each component of the frame-
work.

L4EC 1

Tuesday, July 16, 16:30–17:50 Room Room 105 & 106

Deep Neural Crossover

Eliad Shem-Tov, Achiya Elyasaf

We present a novel multi-parent crossover operator in genetic
algorithms (GAs) called Deep Neural Crossover (DNC). Unlike
conventional GA crossover operators that rely on a random
selection of parental genes, DNC leverages the capabilities of
deep reinforcement learning (DRL) and an encoder-decoder ar-
chitecture to select the genes. Specifically, we use DRL to learn
a policy for selecting promising genes. The policy is stochas-
tic, to maintain the stochastic nature of GAs, representing a
distribution for selecting genes with a higher probability of im-
proving fitness. Our architecture features a recurrent neural
network (RNN) to encode the parental genomes into latent
memory states, and a decoder RNN that utilizes an attention-
based pointing mechanism to generate a distribution over the
next selected gene in the offspring. The operators architecture
is designed to find linear and nonlinear correlations between
genes and translate them to gene selection. To reduce compu-
tational cost, we present a transfer-learning approach, wherein
the architecture is initially trained on a single problem within a
specific domain and then applied to solving other problems of
the same domain. We compare DNC to known operators from
the literature over two benchmark domains, outperforming all
baselines.

Improving Algorithm-Selectors and Performance-Predictors
via Learning Discriminating Training Samples

Quentin Renau, Emma Hart

The choice of input-data used to train algorithm-selection mod-
els is recognised as being a critical part of the model success.

Recently, feature-free methods for algorithm-selection that use
short trajectories obtained from running a solver as input have
shown promise. However, it is unclear to what extent these
trajectories reliably discriminate between solvers. We propose
a meta approach to generating discriminatory trajectories with
respect to a portfolio of solvers. The algorithm-configuration
tool irace is used to tune the parameters of a simple Simulated
Annealing algorithm (SA) to produce trajectories that maximise
the performance metrics of ML models trained on this data.
We show that when the trajectories obtained from the tuned
SA algorithm are used in ML models for algorithm-selection
and performance prediction, we obtain significantly improved
performance metrics compared to models trained both on raw
trajectory data and on exploratory landscape features.

Machine Learning-Enhanced Ant Colony Optimization for
Column Generation

Hongjie Xu, Yunzhuang Shen, Yuan Sun, Xiaodong Li

Column generation (CG) is a powerful technique for solving op-
timization problems that involve a large number of variables or
columns. This technique begins by solving a smaller problem
with a subset of columns and gradually generates additional
columns as needed. However, the generation of columns often
requires solving difficult subproblems repeatedly, which can
be a bottleneck for CG. To address this challenge, we propose
a novel method called machine learning enhanced ant colony
optimization (MLACO), to efficiently generate multiple high-
quality columns from a subproblem. Specifically, we train a
ML model to predict the optimal solution of a subproblem,
and then integrate this ML prediction into the probabilistic
model of ACO to sample multiple high-quality columns. Our
experimental results on the bin packing problem with conflicts
show that the MLACO method significantly improves the per-
formance of CG compared to several state-of-the-art methods.
Furthermore, when our method is incorporated into a Branch-
and-Price method, it leads to a significant reduction in solution
time.

Accelerate Evolution Strategy by Proximal Policy
Optimization

Tao Xu, Hongyang Chen Chen, Jun He

A pivotal challenge in meta-heuristic optimization is the lack
of knowledge inheritance in heuristic rules. For example, the
Covariance Matrix Adaptation Evolution Strategy (CMA-ES) re-
quires generating historical data from scratch for its adaptation
mechanisms for each new instance, demanding an extensive
number of fitness evaluations. This severely limits the practi-
cality of meta-heuristics, especially under restricted evaluation
budgets, hindering efficient navigation in high-dimensional
spaces. To overcome this, we integrate Proximal Policy Opti-
mization (PPO) with a vanilla Evolution Strategy (ES), forming
the novel PPO-ES approach. Distinct from other adaptive ES
variants like CMA-ES with cumulative path calculation and
covariance matrix adaptation, it leverages PPOs capability for
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dynamic step-size adjustment. Our method streamlines the op-
timization process and incorporates a meticulously designed
reward system to adeptly navigate the scalability challenge, sig-
nificantly enhancing adaptability and efficiency of ES. PPO-ES,
trained on part of the bbob benchmarks, was tested on these
and the rest unseen problems, and further validated on bbob-
largescale benchmarks with much higher dimensions. Results
show that PPOES achieves faster or comparable convergence
to CMA-ES.

L4EC 2

Thursday, July 18, 09:00–10:00 Room Room 112

Impact of Training Instance Selection on Automated
Algorithm Selection Models for Numerical Black-box
Optimization

Konstantin Dietrich, Diederick Vermetten, Carola Doerr, Pascal
Kerschke

The recently proposed MA-BBOB function generator provides a
way to create numerical black-box benchmark problems based
on the well-established BBOB suite. Initial studies on this gen-
erator highlighted its ability to smoothly transition between the
component functions, both from a low-level landscape feature
perspective, as well as with regard to algorithm performance.
This suggests that MA-BBOB-generated functions can be an
ideal testbed for automated machine learning methods, such
as automated algorithm selection (AAS). In this paper, we gen-
erate 11800 functions in dimensions d=2 and d=5, respectively,
and analyze the potential gains from AAS by studying perfor-
mance complementarity within a set of eight algorithms. We
combine this performance data with exploratory landscape fea-
tures to create an AAS pipeline that we use to investigate how to
efficiently select training sets within this space. We show that
simply using the BBOB component functions for training yields
poor test performance, while the ranking between uniformly
chosen and diversity-based training sets strongly depends on
the distribution of the test set.

GRAHF: A Hyper-Heuristic Framework for Evolving
Heterogeneous Island Model Topologies

Jonathan Wurth, Helena Stegherr, Michael Heider, Jörg Hähner

Practitioners frequently encounter the challenge of selecting
the best optimization algorithm from a pool of options. How-
ever, why not, rather than selecting a single algorithm, let evo-
lution determine the optimal combination of all algorithms?

In this paper, we present an approach to algorithm design in-
spired by a well-known traditional method for coarse-grained
hybridization: the heterogeneous island model. Our hyper-
heuristic framework represents island models as graphs and
identifies optimal island topologies and parameters for specific
sets of problem instances. Since the framework operates at
the level of metaheuristic algorithms rather than components
and incorporates a configuration mechanism directly into the
search, it combines concepts from algorithm design, selection,
and configuration. The proposed framework is investigated
on 24 training sets of varying difficulty and demonstrates its
ability to discover complex hybrids. A post-evaluation on real-
world constrained optimization problems shows a significant
improvement over the algorithms on their own. These results
suggest that it is a promising way to design hybrid metaheuris-
tics with minimal manual intervention, given representative
training instances, a set of optimization algorithms, and suffi-
cient computational resources.

Evolving Reliable Differentiating Constraints for the
Chance-constrained Maximum Coverage Problem

Saba Sadeghi Ahouei, Jacob de Nobel, Aneta Neumann,
Thomas Bäck, Frank Neumann

Chance-constrained problems involve stochastic components
in the constraints which can be violated with a small proba-
bility. We investigate the impact of different types of chance
constraints on the performance of iterative search algorithms
and study the classical maximum coverage problem in graphs
with chance constraints. Our goal is to evolve reliable chance
constraint settings for a given graph where the performance of
algorithms differs significantly not just in expectation but with
high confidence. This allows to better learn and understand
how different types of algorithms can deal with different types
of constraint settings and supports automatic algorithm selec-
tion. We develop an evolutionary algorithm that provides sets
of chance constraints that differentiate the performance of two
stochastic search algorithms with high confidence. We initially
use traditional approximation ratio as the fitness function of
(1+1) EA to evolve instances, which shows inadequacy to gen-
erate reliable instances. To address this issue we introduced a
new measure to calculate the performance difference for two
algorithms, which considers variances of performance ratios.
Our experiments show that our approach is highly successful in
solving the instability issue of the performance ratios and leads
to evolving reliable sets of chance constraints with significantly
different performance for various types of algorithms.

Neuroevolution

NE 1

Tuesday, July 16, 11:00–12:20 Room Room 107

LLMatic: Neural Architecture Search Via Large Language

Models And Quality Diversity Optimization

Muhammad Umair Nasir, Sam Earle, Christopher Cleghorn,
Steven James, Julian Togelius

Large language models (LLMs) have emerged as powerful tools
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capable of accomplishing a broad spectrum of tasks. Their
abilities span numerous areas, and one area where they have
made a significant impact is in the domain of code generation.
Here, we propose using the coding abilities of LLMs to intro-
duce meaningful variations to code defining neural networks.
Meanwhile, Quality-Diversity (QD) algorithms are known to
discover diverse and robust solutions. By merging the code-
generating abilities of LLMs with the diversity and robustness
of QD solutions, we introduce LLMatic, a Neural Architecture
Search (NAS) algorithm. While LLMs struggle to conduct NAS
directly through prompts, LLMatic uses a procedural approach,
leveraging QD for prompts and network architecture to create
diverse and high-performing networks. We test LLMatic on
the CIFAR-10 and NAS-bench-201 benchmarks, demonstrating
that it can produce competitive networks while evaluating just
2,000 candidates, even without prior knowledge of the bench-
mark domain or exposure to any previous top-performing mod-
els for the benchmark. The open-sourced code is available at
https://github.com/umair-nasir14/LLMatic.

Efficient Multi-Objective Neural Architecture Search via
Pareto Dominance-based Novelty Search

An Vo, Ngoc Hoang Luong

Neural Architecture Search (NAS) aims to automate the dis-
covery of high-performing deep neural network architectures.
Traditional objective-based NAS approaches typically optimize
a certain performance metric (e.g., prediction accuracy), over-
looking large parts of the architecture search space that poten-
tially contain interesting network configurations. Furthermore,
objective-driven population-based metaheuristics in complex
search spaces often quickly exhaust population diversity and
succumb to premature convergence to local optima. This is-
sue becomes more complicated in NAS when performance
objectives do not fully align with the actual performance of the
candidate architectures, as is often the case with training-free
metrics. While training-free metrics have gained popularity for
their rapid performance estimation of candidate architectures
without incurring computation-heavy network training, their
effective incorporation into NAS remains a challenge. This pa-
per presents the Pareto Dominance-based Novelty Search for
multi-objective NAS with Multiple Training-Free metrics (MTF-
PDNS). Unlike conventional NAS methods that optimize ex-
plicit objectives, MTF-PDNS promotes population diversity by
utilizing a novelty score calculated based on multiple training-
free performance and complexity metrics, thereby yielding a
broader exploration of the search space. Experimental results
on standard NAS benchmark suites demonstrate that MTF-
PDNS outperforms conventional methods driven by explicit
objectives in terms of convergence speed, diversity mainte-
nance, architecture transferability, and computational costs.

Structurally Flexible Neural Networks: Evolving the Building
Blocks for General Agents

Joachim Winther Pedersen, Erwan Plantec, Eleni Nisioti, Mil-
ton Montero, Sebastian Risi

Artificial neural networks used for reinforcement learning are
structurally rigid, meaning that each optimized parameter of
the network is tied to its specific placement in the network
structure. Structural rigidity limits the ability to optimize pa-
rameters of policies across multiple environments that do not
share input and output spaces. This is a consequence of the
number of optimized parameters being directly dependent on
the structure of the network. In this paper, we present Struc-
turally Flexible Neural Networks (SFNNs), which consist of
connected gated recurrent units (GRUs) as synaptic plastic-
ity rules and linear layers as neurons. In contrast to earlier
work, SFNNs contain several different sets of parameterized
building blocks. Here we show that SFNNs can overcome the
challenging symmetry dilemma, which refers to the problem of
optimizing units with shared parameters to each express differ-
ent representations during deployment. In this paper, the same
SFNN can learn to solve three classic control environments
that have different input/output spaces. SFFNs thus represent
a step toward a more general model capable of solving several
environments at once.

Evolving Generalist Controllers to Handle a Wide Range of
Morphological Variations

Corinna Triebold, Anil Yaman

Neuro-evolutionary methods have proven effective in address-
ing a wide range of tasks. However, the study of the robust-
ness and generalizability of evolved artificial neural networks
(ANNs) has remained limited. This has immense implications
in the fields like robotics where such controllers are used in
control tasks. Unexpected morphological or environmental
changes during operation can risk failure if the ANN controllers
are unable to handle these changes. This paper proposes an
algorithm that aims to enhance the robustness and general-
izability of the controllers. This is achieved by introducing
morphological variations during the evolutionary training pro-
cess. As a results, it is possible to discover generalist controllers
that can handle a wide range of morphological variations suffi-
ciently without the need of the information regarding their mor-
phologies or adaptation of their parameters. We perform an ex-
tensive experimental analysis on simulation that demonstrates
the trade-off between specialist and generalist controllers. The
results show that generalists are able to control a range of mor-
phological variations with a cost of underperforming on a spe-
cific morphology relative to a specialist. This research con-
tributes to the field by addressing the limited understanding
of robustness and generalizability and proposes a method by
which to improve these properties.

GECH + NE⋆

Tuesday, July 16, 14:30–15:50 Room Room 108

Tensorized NeuroEvolution of Augmenting Topologies for
GPU Acceleration⋆

Lishuang Wang, Mengfei Zhao, Enyu Liu, Kebin Sun, Ran Cheng
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The NeuroEvolution of Augmenting Topologies (NEAT) algo-
rithm has received considerable recognition in the field of
neuroevolution. Its effectiveness is derived from initiating
with simple networks and incrementally evolving both their
topologies and weights. Although its capability across vari-
ous challenges is evident, the algorithm’s computational ef-
ficiency remains an impediment, limiting its scalability po-
tential. In response, this paper introduces a tensorization
method for the NEAT algorithm, enabling the transformation
of its diverse network topologies and associated operations
into uniformly shaped tensors for computation. This advance-
ment facilitates the execution of the NEAT algorithm in a par-
allelized manner across the entire population. Furthermore,
we develop TensorNEAT, a library that implements the ten-
sorized NEAT algorithm and its variants, such as CPPN and
HyperNEAT. Building upon JAX, TensorNEAT promotes effi-
cient parallel computations via automated function vectoriza-
tion and hardware acceleration. Moreover, the TensorNEAT
library supports various benchmark environments including
Gym, Brax, and gymnax. Through evaluations across a spec-
trum of robotics control environments in Brax, TensorNEAT
achieves up to 500x speedups compared to the existing imple-
mentations such as NEAT-Python. Source codes are available
at: https://github.com/EMI-Group/tensorneat.

NE 2

Wednesday, July 17, 11:00–12:20 Room Room 111

Enhancing MAP-Elites with Multiple Parallel Evolution
Strategies

Manon Flageat, Bryan Lim, Antoine Cully

With the development of fast and massively parallel evalua-
tions in many domains, Quality-Diversity (QD) algorithms, that
already proved promising in a large range of applications, have
seen their potential multiplied. However, we have yet to under-
stand how to best use a large number of evaluations as using
them for random variations alone is not always effective. High-
dimensional search spaces are a typical situation where ran-
dom variations struggle to effectively search. Another situation
is uncertain settings where solutions can appear better than
they truly are and naively evaluating more solutions might mis-
lead QD algorithms. In this work, we propose MAP-Elites-Multi-
ES (MEMES), a novel QD algorithm based on Evolution Strate-
gies (ES) designed to exploit fast parallel evaluations more effec-
tively. MEMES maintains multiple (up to100) simultaneous ES
processes, each with its own independent objective and reset
mechanism designed for QD optimisation, all on just a single
GPU. We show that MEMES outperforms both gradient-based
and mutation-based QD algorithms on black-box optimisation
and QD-Reinforcement-Learning tasks, demonstrating its ben-
efit across domains. Additionally, our approach outperforms
sampling-based QD methods in uncertain domains when given
the same evaluation budget. Overall, MEMES generates repro-
ducible solutions that are high-performing and diverse through

large-scale ES optimisation on easily accessible hardware.

Evolving Loss Functions for Specific Image Augmentation
Techniques

Brandon Morgan, Dean Hougen

Previous work in Neural Loss Function Search (NLFS) has
shown a lack of correlation between smaller surrogate func-
tions and large convolutional neural networks with massive
regularization. We ex- pand upon this research by revealing an-
other disparity that exists, correlation between different types
of image augmentation tech- niques. We show that different
loss functions can perform well on certain image augmenta-
tion techniques, while performing poorly on others. We exploit
this disparity by performing an evolutionary search on five
types of image augmentation techniques in the hopes of find-
ing image augmentation specific loss functions. The best loss
functions from each evolution were then taken and transferred
to WideResNet-28-10 on CIFAR-10 and CIFAR-100 across each
of the five image augmentation techniques. The best from
that were then taken and evaluated by fine-tuning Efficient-
NetV2Small on the CARS, Oxford-Flowers, and Caltech datasets
across each of the five image augmentation techniques. Multi-
ple loss functions were found that outperformed cross-entropy
across multiple ex- periments. In the end, we found a single
loss function, which we called the inverse bessel logarithm loss,
that was able to outperform cross-entropy across the majority
of experiments.

Neural Optimizer Equation, Decay Function, and Learning
Rate Schedule Joint Evolution

Brandon Morgan, Dean Hougen

A major contributor to the quality of a deep learning model is
the selection of the optimizer. We propose a new dual-joint
search space in the realm of neural optimizer search (NOS),
along with an integrity check, to automate the process of find-
ing deep learning op- timizers. Our dual-joint search space
simultaneously allows for the optimization of not only the up-
date equation, but also internal de- cay functions and learn-
ing rate schedules for optimizers. We search the space using
our proposed mutation-only, particle-based genetic algorithm
able to be massively parallelized for our domain-specific prob-
lem. We evaluate our candidate optimizers on the CIFAR-10
dataset using a small ConvNet. To assess generalization, the
final optimizers were then transferred to large-scale image clas-
sification on CIFAR-100 and TinyImageNet, while also being
fine-tuned on Flowers102, Cars196, and Caltech101 using Effi-
cientNetV2Small. We found multiple optimizers, learning rate
schedules, and Adam variants that outperformed Adam, as well
as other standard deep learning optimizers, across the image
classification tasks.

THNAS-GA: A Genetic Algorithm for Training-free
Hardware-aware Neural Architecture Search

Thanh Hai Tran, Long Doan, Ngoc Hoang Luong, Binh Huynh

https://github.com/EMI-Group/tensorneat
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Neural Architecture Search (NAS) is a promising approach to
automate the design of neural network architectures, which can
find architectures that perform better than manually designed
ones. Hardware-aware NAS is a real-world application of NAS
where the architectures found also need to satisfy certain re-
quirements for the deployment of specific devices. Despite
the practical importance, hardware-aware NAS still receives a
lack of attention from the community. Existing research mostly
focuses on the search space with a limited number of architec-
tures, reducing the search process to finding the optimal hyper-
parameters. In addition, the performance evaluation of found

networks is resources-intensive, which can severely hinder re-
producibility. In this work, we propose a genetic algorithm
approach to the hardware-aware NAS problem, incorporating
a latency filtering selection to guarantee the latency validity
of candidate solutions. We also introduce an extended search
space that can cover various existing architectures from previ-
ous research. To speed up the search process, we also present
a method to estimate the latency of candidate networks and a
training-free performance estimation method to quickly eval-
uate candidate networks. Our experiments demonstrate that
our method achieves competitive performance with state-of-
the-art networks while maintaining lower latency with less
computation requirements for searching.

Real World Applications

RWA 1

Tuesday, July 16, 11:00–12:40 Room Room 104

Creating Ensembles of Classifiers through UMDA for Aerial
Scene Classification

Fabio Augusto Faria, Luiz Henrique Buris, Luis Augusto Pereira,
Fabio Augusto Cappabianco

Aerial scene classification in remote sensing presents a sig-
nificant challenge due to high intra-class variability and the
different scales and orientations of the objects within dataset
images. While deep learning architectures are commonly used
for scene classification tasks and in the remote sensing area,
Deep metric learning (DML) offers a more adaptable solution
for more challenging classification scenarios by learning the
characteristics of each class. This study exploits the usage of
DML approaches for aerial scene classification tasks, analyzing
their behavior with different pre-trained Convolutional Neural
Networks (CNNs), and their combination through evolutionary
computation algorithms. Our experiments show that DML ap-
proaches can achieve better classification results as compared
to traditional pre-trained CNNs for three well-known remote
sensing aerial scene datasets. Furthermore, we found that us-
ing the Univariate Marginal Distribution Algorithm (UMDA) to
construct the final ensemble of varied DML-based classifiers is
essential for achieving consistency and high-accuracy results
across all datasets, improving the state-of-the-art by over 5.6%.

A Satellite Band Selection Framework for Amazon Forest
Deforestation Detection Task

Eduardo Bouhid Neto, Fabio Augusto Faria, Amanda de
Almeida Sales de Oliveira, Alvaro Luiz Fazenda

The conservation of tropical forests is a topic of significant so-
cial and ecological relevance due to their crucial role in the
global ecosystem. Unfortunately, deforestation and degrada-
tion impact millions of hectares annually, necessitating govern-
ment or private initiatives for effective forest monitoring. This

study introduces a novel framework that employs the Univari-
ate Marginal Distribution Algorithm (UMDA) to select spectral
bands from Landsat8 satellite optical sensor, optimizing the
representation of deforested areas. This selection guides a se-
mantic segmentation architecture, DeepLabv3+, enhancing
its performance. Experimental results revealed several band
compositions that achieved superior balanced accuracy com-
pared to commonly adopted combinations for deforestation
detection, utilizing segment classification via a Support Vec-
tor Machine (SVM). Moreover, the optimal band compositions
identified by the UMDA-based approach improved the perfor-
mance of the DeepLabv3+ architecture, surpassing state-of-the-
art approaches compared in this study. The observation that a
few selected bands outperform the total contradicts the data-
driven paradigm prevalent in the deep learning field. Therefore,
this suggests an exception to the conventional wisdom that
more is always better.

Genetic Programming Empowered Feature Construction
towards Energy Efficient BVI Wearables

Peijie Xu, Andy Song, Ke Wang

Blind and visually impaired (BVI) individuals face serious mo-
bilityrelated risks daily due to the lack of progression in haz-
ard detection and assistive technologies. Most existing tech-
niques are demanding in computational resources and energy
consumption, yet still struggle in real-time performance. The
challenge is particularly evident when deploying these tech-
niques on portable devices, on which lightweight coupled with
sustainable low battery usage is a must. Hence in this study,
we aim to leverage Genetic Programming (GP), which is well
known for its feature construction capability, to develop more
energy-efficient models with better features. The objective is
to find more condensed features by GP, to reduce energy con-
sumed and inference time, but without significant accuracy
loss in obstacle detection from a head-mount wearable device
for BVIs. Features have been trained on a series of in-door
settings that represent a BVI person navigating through cor-
ridors and furniture. Models with these constructed features
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then are validated on actual portable board deployment, as
well as on Field Programmable Gate Array simulation (FPGA).
Comparative analyses are conducted using a range of perfor-
mance metrics across models training by different learning
methods. The metrics include accuracy, model execution time,
prediction time, energy consumption, and hardware resource
utilization. Our study demonstrates that GP-constructed mod-
els can generally reduce energy consumption and inference
time with negligible accuracy loss. Furthermore, it can build
models with higher accuracy than the benchmark, allowing
users to adjust between energy usage and accuracy according
to their needs.

A Systematic Exploration of Evolutionary Computation for
the Design of Hardware-oriented Non-cryptographic Hash
Functions

Mujtaba Hassan, Jo Vliegen, Stjepan Picek, Nele Mentens, Nele
Mentens

Non-cryptographic (NC) hash functions are crucial in high-
speed search applications and probabilistic data structures
(PDS) such as Bloom filters and Count-Min sketches for effi-
cient lookups and counting. These operations necessitate exe-
cution at line rates to accommodate the high-speed demands
of Terabit Ethernet networks, characterized by bandwidths ex-
ceeding 100 Gbps. Consequently, a growing inclination towards
hardware platforms, particularly Field Programmable Gate Ar-
rays (FPGAs), is evident in network security applications. Given
the centrality of hash functions in these structures, any en-
hancements to their design carry substantial implications for
overall system performance. However, hash functions must
exhibit independence, uniform distribution, and hardware-
friendly characteristics. In this work, we employ Genetic Pro-
gramming (GP) with avalanche metrics as a fitness function to
devise a hardware-friendly family of NC hash functions called
the Evolutionary hash (E-hash). We provide a detailed experi-
mental analysis to offer insights on primitive set combinations
involving logical operations and diverse hyperparameter set-
tings, encompassing variables such as the number of nodes,
tree height, population size, crossover and mutation rate, tour-
nament size, number of constants, and generations. Compared
to existing state-of-the-art hardware-friendly hash functions,
the proposed E-hash family exhibits an 8.4% improvement in
terms of operating frequency and throughput and 7.74% in
latency on FPGA.

Genetic Meta Cipher

Aline Hufschmitt, Patrice Parraud

We present a concrete application of genetic algorithm in the
field of cryptography. More precisely, we provide a new and
original cryptographic symmetric encryption scheme called
Genetic Meta Cipher (GMC) using the non-dominated sorting-
based multiobjective genetic algorithm, NSGA-II. The original-
ity of GMC is that it is a keyless encryption meta-program i.e.
a program capable of producing encryption algorithms from

modular operations (bitwise primitives) with configurable op-
tions. Compared with the randomness test methods for binary
sequence of the Standardization Administration of China (SAC),
the ciphering result obtained with the encryption algorithms
generated by GMC is equivalent in terms of randomness to
that obtained with AES protocol (using a random set of keys).
Another feature of GMC is that, instead of renewing a single
encryption key as with known symmetric algorithms, an en-
tire encryption algorithm is renewed, making its cryptanalysis
more complex. GMC therefore appears to be an effective and
promising cryptographic response to privacy and security is-
sues, with a new way of thinking about encryption and a wider
use of genetic algorithms in cryptography.
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Multi-Objective Optimization for Large-scale Allocation of
Soybean Crops⋆

Mathilde Chen, David Makowski, Alberto Tonda

The optimal allocation of crops to different parcels of land is
a problem of paramount practical importance, not only to im-
prove production, but also to address the challenges posed by
climate change. However, this optimization problem is inher-
ently complex, characterized by a vast search space that renders
traditional optimization techniques impractical without over-
simplified assumptions. Compounding this challenge, climate
change introduces conflicting objectives, as solutions aiming
to just maximize total yield may be more susceptible to extreme
weather events, and thus obtain more unpredictable year-by-
year outcomes. In order to tackle this complex optimization
problem, we propose a multi-objective approach, simultane-
ously maximizing the overall yield, minimizing the year-on-
year yield variance, and minimizing the total cultivated surface.
The approach exploits an established multi-objective evolu-
tionary algorithm, and employs a machine learning model able
to predict yield from weather and soil conditions, trained on
historical data, making it possible to tackle allocation problems
of large size. An experimental evaluation focusing on the al-
location of soybean crops in the European continent for the
years 2000-2023 shows that the proposed methodology is able
to identify different trade-offs between the conflicting objec-
tives, that an expert analysis later reveals to be realistic and
meaningful for driving stakeholder decisions.

Quality Diversity Approaches for Time-Use Optimisation to
Improve Health Outcomes⋆

Adel Nikfarjam, Ty Stanford, Aneta Neumann, Dorothea Du-
muid, Frank Neumann

How people spend their finite time budget of 24 hours on daily
activities is linked to their wellbeing. Yet, how to best allocate
time to optimise multi-dimensional well-being (physical, men-
tal and cognitive) remains unknown. Here, we utilise a number
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of (objective) functions derived using compositional data anal-
ysis and a large child cohort (n > 1000), to predict how time
allocation is associated with wellbeing outcomes such as body
mass index, life satisfaction, and cognition. We develop and
advocate joint cumulative distribution function constraints to
ensure the feasible solutions do not extrapolate the sampled
data for which the objective function is derived from. More-
over, we incorporate quality diversity (QD) approaches to study
these objective functions. We define two types of behavioural
spaces (BSs), one based on the activities, the variable-based
BS, and the other based on objectives, called objective-based
BS. The variable-based BS aids in studying solution space and
generating a set of high-quality solutions with different variable
values, while the objective-based BS is beneficial in diversifying
the objective values for a number of objective functions while
optimising another. We also demonstrate a web application,
Time allocation optimiser, providing personalised, optimised
time-use plans.

Evolutionary Diversity Optimisation for Sparse Directed
Communication Networks

Sharlotte Gounder, Frank Neumann, Aneta Neumann

This study proposes Evolutionary Diversity Optimisation (EDO)
to Lower the Probability of Detection (LPD) in directed wireless
networks. LPD communication aims to communicate between
authorised parties, however minimises the probability that an
intruder can detect the communication. We represent the prob-
lem as a directed graph and our objective is to minimise the
area of detectability in a network whilst avoiding adversary
nodes to be in the area. We utilise EDO to produce a popula-
tion of solutions that are of quality i.e., that minimise the area
of detectability whilst providing solutions that are diverse. To
produce a solution, we find the strongly connected compo-
nents by running depth-first-search (DFS) twice and extracting
the edges traversed from the DFS runs. We use 3 permutation
operators (insert, swap, random) to produce different solutions.
We propose 2 methods for survival selection - one based on
the diversity value and the other on the edge population count.
We control the sparsity of the directed graphs by implement-
ing a maximal communication range. Our results show that
sparser graphs had smaller areas of detectability, however the
final population was less diverse. We also found controlling the
maximal communication range an effective strategy to reduce
the area of detectability.

Mixed-Variable Correlation-Aware Metaheuristic for
Deployment Optimization of 3-D Sensor Networks

Tongyu Wu, Yuntian Zhang, Changhao Miao, Chen Chen,
Shuxin Ding

Deployment optimization of 3-D sensor networks is essential
for the overall cost of the system and the downstream tasks
performance. The key of establishing realistic deployment is
twofold: a high-fidelity mathematical programming model and
an efficient algorithm for solving it. In this paper, we revisit

the 3-D sensor networks deployment and present a mixed-
variable optimization problem (MVOP) which jointly considers
the discrete subset selection decision, continuous orientation
decision, and decision-making under uncertainty. Based on
the proposed real-world application, we innovatively design
a mixed-variable correlation-aware genetic algorithm as the
solver. Different from mainstream two-partition methods in
MVOP, our algorithm captures the problem-specific features of
deployment optimization and introduces a correlation-aware
search paradigm which interactively updates the discrete and
continuous decision variables. On the one hand, we update
the discrete part (i.e., subset selection of candidate locations)
first and then optimize the continuous part (i.e., sensor orienta-
tion parameters). On the other hand, we customize a heuristic
mechanism to start with continuous part to identify the suit-
able discrete part. Experiments demonstrate that our approach
can improve the performance of small-scale and large-scale
scenarios of deployment by up to 55.7% and 56.4%, respectively,
compared to state-of-the-art MVOP algorithms.

An Order-aware Adaptive Iterative Local Search
Metaheuristic for Multi-depot UAV Pickup and Delivery
Problem

Xiang-Ling Chen, Xiao-Cheng Liao, Feng-Feng Wei, Wei-Neng
Chen

The emergence of the last-mile delivery by unmanned aerial
vehicles (UAVs) has gained widespread attention in both scien-
tific and industrial communities in recent years. The problem
can be modeled as a mixed linear integer programming prob-
lem to minimize the routing cost to serve all customers and
the number of UAV launches. Considering the complexity of
the multi-depot, multi-UAV, and multi-customer pickup and
delivery integrated scheduling problem, this paper proposes
a novel two-stage order-aware adaptive iterative local search
metaheuristic algorithm to solve this problem. In the first stage,
tasks are assigned to different depots, transforming the com-
plex original problem into multiple single depot scheduling
problem. In the second stage, an order-aware adaptive itera-
tive local search (OAILS) metaheuristic is designed to optimize
the route planning for each depots UAVs. In AILS, we pro- pose
a novel order-based adaptive operator selection named (OAOS)
to select the appropriate operator based on the recent perfor-
mance of operator and the order relationships of operators.
Finally, a series of experiments were conducted to verify the
effectiveness of the proposed OAOS and OAILS methods.
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Evolutionary Exploration of Triply Periodic Minimal
Surfaces via Quality Diversity

Jordan T. Bishop, Jason Jooste, David Howard

Triply Periodic Minimal Surfaces (TPMSs) are a family of math-
ematical structures that exhibit constant zero mean curvature
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and 3-dimensional periodicity. They are often used to pro-
duce cellular solids with advantageous structural, thermal, and
optical properties. Existing applications represent TPMSs as
trigonometric approximations of a Fourier series. Due to the
mathematical difficulty of determining new exact forms and
their approximations, previous work has mostly evaluated met-
rics based on geometry, manufacturability, and mechanical
performance across parameterisations of a small set of known
TPMS equations. In this work, we define TPMS-like structures
as having low estimated mean curvature, and apply a coupling
of Grammatical Evolution and Quality Diversity to generate a
diverse set of novel structures of this kind. We additionally ex-
plore the effect of being TPMS-like on the manufacturability of
evolved structures. Results show that many TPMS-like designs
can be found for different combinations of total surface area
and Gaussian curvature, and that there is not a strong relation-
ship between how TPMS-like a design is and its manufactura-
bility. Our method serves as a basis for future application of
novel TPMS-like structures and exploration of the pairing of
evolutionary design with generative approaches from broader
machine learning.

Multi-Objective Quality-Diversity for Crystal Structure
Prediction

Hannah Janmohamed, Marta Wolinska, Shikha Surana,
Thomas Pierrot, Aron Walsh, Antoine Cully

Crystal structures are indispensable across various domains,
from batteries to solar cells, and extensive research has been
dedicated to predicting their properties based on their atomic
configurations. However, prevailing Crystal Structure Predic-
tion methods focus on identifying the most stable solutions
that lie at the global minimum of the energy function. This
approach overlooks other potentially interesting materials that
lie in neighbouring local minima and have different material
properties such as conductivity or resistance to deformation.
By contrast, Quality-Diversity algorithms provide a promising
avenue for Crystal Structure Prediction as they aim to find a
collection of high-performing solutions that have diverse char-
acteristics. However, it may also be valuable to optimise for the
stability of crystal structures alongside other objectives such as
magnetism or thermoelectric efficiency. Therefore, in this work,
we harness the power of Multi-Objective Quality-Diversity al-
gorithms in order to find crystal structures which have diverse
features and achieve different trade-offs of objectives. We anal-
yse our approach on 5 crystal systems and demonstrate that it
is not only able to re-discover known real-life structures, but
also find promising new ones. Moreover, we propose a method
for illuminating the objective space to gain an understanding
of what trade-offs can be achieved.

Exploring the Prompt Space of Large Language Models
through Evolutionary Sampling

Martina Saletta, Claudio Ferretti

Large language models (LLMs) are increasingly gaining rele-
vance in every-day life, due to their apparent ability in solving
tasks that demand intricate linguistic comprehension. Recent
studies state that one of the key points that impact their out-
come is the quality of the prompt used to interact with them.
This work proposes a grammar-based evolutionary approach
for exploring the prompt space of LLMs, driven by a fitness
function that aims at optimizing the performance on a given
task. We tested our technique by steering two state-of-the-art
models through evolved prompts, and by comparing the per-
formance they obtain on 8 benchmark tasks with that obtained
when using other baseline prompts on the same tasks, showing
that in most cases our prompts yield better results. Further,
we defined a constrained mutation operator that limits the
changes to specific grammar non-terminals, allowing to study
and highlight the elements in the prompt that mostly affect the
output of the LLM. Finally, a thorough discussion points out
some issues that limit the relevance of the emerging prompt
engineering discipline, given the existence of many effective
prompt structures and the possible diversity that can be ob-
served in the LLM output given the same input to the model.

Cost and Performance Comparison of Holistic Solution
Approaches for Complex Supply Chains on a Novel Linked
Problem Benchmark

Akinola Ogunsemi, John McCall, Ciprian Zavoianu, Lee Ashley
Christie

Modern supply chains are complex structures of interacting
units exchanging goods and services. Business decisions made
by individual units in the supply chain have knock-on effects
on decisions made by successor units in the chain. Linked
Optimisation Problems are an abstraction of real-world sup-
ply chains and are defined as a directed network where each
node is a formally defined optimisation problem, and each
link indicates dependencies. The development of approaches
to holistically solve linked optimisation problems is of high
significance to decarbonisation as well as building robust in-
dustrial supply chains resilient to economic shock and climate
change. This paper develops a novel linked problem bench-
mark (IWSP-VAP-MTSP) integrating Inventory Warehouse Se-
lection Problem, Vehicle Assignment Problem and Multiple
Traveling Salesmen Problem. The linked problem represents
tactical and operational supply chain decision problems that
arise in inventory location and routing. We consider three
algorithmic approaches, Sequential, Nondominated Sorting
Genetic Algorithm for Linked Problem (NSGALP) and Multi-
Criteria Ranking Genetic Algorithm for Linked Problem (MCR-
GALP). We generated 960 randomised instances of IWSP-VAP-
MTSP and statistically compared the performance of the pro-
posed holistic approaches. Results show that MCRGALP out-
performs the other two approaches based on the performance
metrics used, however, at the expense of greater computational
time.

Evolving Molecular Graph Neural Networks with
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Hierarchical Evaluation Strategy

Yingfang Yuan, Wenjun Wang, Xin Li, Kefan Chen, Yonghan
Zhang, Wei Pang

Graph representation of molecular data enables extracting
stereoscopic features, with graph neural networks (GNNs) ex-
celling in molecular property prediction. However, selecting
optimal hyperparameters for GNN construction is challenging
due to the vast search space and high computational costs. To
tackle this, we introduce a hierarchical evaluation strategy inte-
grated with a genetic algorithm (HESGA). HESGA combines full
and fast evaluations of GNNs. Full evaluation involves train-
ing a GNN with preset epochs, using root mean square error
(RMSE) to measure hyperparameter quality. Fast evaluation
interrupts training early, using the difference in RMSE values
as a score for GNN potential. HESGA integrates these evalua-
tions, with fast evaluation guiding candidate selection for full
evaluation, maintaining elite individuals. Applying HESGA to
optimise deep GNNs for molecular property prediction, ex-
perimental results on three datasets demonstrate its superi-
ority over traditional Bayesian optimisation, Tree-structured
Parzen Estimator, and CMA-ES. HESGA efficiently navigates
the complex GNN hyperparameter space, offering a promising
approach for molecular property prediction.
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Energy-Aware Dynamic Resource Allocation and Container
Migration in Cloud Servers: A Co-evolution GPHH Approach

Mathew Keith Falloon, Hui Ma, Aaron Chen

Containers are a popular way of deploying software in cloud
data-centers. Containers are allocated to Virtual machines
(VMs) which are allocated to Physical machines (PMs) within
the data-center. Since the resources required by containers
often do not match those of VMs, where to allocate them must
be decided. A poor solution can result in high energy costs.
Many existing methods to solve this problem use heuristics
which do not consider containers leaving the data-center af-
ter being allocated. Some do consider migrating containers
between VMs but few do for energy efficiency reasons. These
overlooked aspects may lead to increased energy usage, par-
ticularly since studies have demonstrated that many contain-
ers run for only a brief duration. In this paper, we develop a
model of the container-based cloud resource allocation prob-
lem that considers the energy impact of leaving and migrating
containers. We then design a new Genetic Programming Hyper-
Heuristic (GPHH) algorithm to jointly evolve three heuristics
for container placement, VM placement and container migra-
tion control. We utilize newly designed terminals to ensure the
effectiveness of our GPHH algorithm. Experiments have been
conducted with results indicating that the heuristics evolved
by our GPHH algorithm can achieve better performance com-
pared to several state-of-the-art techniques.

Optimizing a Car Patrolling Application by Iterated Local
Search

Victor Hugo Vidigal Correa, Thiago Alves de Queiroz, Manuel
Iori, André Gustavo dos Santos, Mutsunory Yagiura, Giorgio
Zucchi

We address a car patrolling application arising in a service com-
pany that needs to visit customers in a large area periodically.
Customers are divided into clusters, each of which is assigned
to a single patrol and requires different services, either manda-
tory or optional, on a weekly basis. The services have to be per-
formed by satisfying several operational constraints, including
interdependent time windows and maximum route duration.
The aim is to maximize a weighted function that combines the
profit collected from the optional services and the total working
time required to perform all routes. The resulting optimization
problem can be represented as a territory design and multi-
period team orienteering problem. We solve the problem using
an Iterated Local Search that invokes several inner procedures,
including dedicated heuristics for creating the initial clusters,
perturbation operators to diversify the search, and a variable
neighborhood descent to search for good-quality routes. Ex-
tensive computational tests on a set of real-world instances
involving up to a few hundred customers and a few thousand
services prove the algorithm efficiency.

On the Performance of User Association in Space-Ground
Communications with Integer-Coded Genetic Algorithms

Trinh Van Chien, Thu Tran Anh Ngo, Lam Hoang Nguyen,
Nguyen Thi My Binh, Huynh Thi Thanh Binh

This paper considers fairness designs under the user-centric
framework with heterogeneous receivers comprising access
points (APs) and a satellite. We exploit the closed-form ergodic
throughput per user to formulate a generic optimization class
that addresses the network fairness subject to the association
patterns of all the users. Exhibiting the combinatorial structure,
the global optimal solution to the association patterns can be
obtained by an exhaustive search for small-scale networks with
a small number of APs and users. For large-scale networks, we
design two low computational complexity algorithms based on
evolutionary computation to obtain a good solution in poly-
nomial time. Specifically, we adapt the genetic algorithm (GA)
to handle the discrete feasible region and the fairness metrics.
Numerical results demonstrate that the optimized association
patterns significantly improve the per-user throughput. The
proposed GA-based algorithms yield the global optimum for
small-scale networks coincided with an exhaustive search. Be-
sides, the GA-based algorithms unveil practical association
patterns for large-scale networks.

Interactive Evolutionary Multiobjective Optimization of
Primer Design with Uncertain Objectives

Atanu Mazumdar, Bhavya Jain, Monisha Mitra, Prodyut Dhar

The choice of primer designs for polymerase chain reaction
experiments affects the results. Designing optimal combina-
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tions of forward and reverse primers requires solving multiple
conflicting objectives simultaneously. Most of the tools for
primer design optimize the problem by a priori scalarization
or by setting constraints with preset preferences. Therefore,
the decision-maker (DM) or domain expert has to re-execute
the optimizer with new preferences to find satisfactory solu-
tions. An a priori method is detrimental to decision-making
since the DM cannot learn about the problem characteristics,
and re-executing the optimizer with new preferences increases
the number of function evaluations. In addition, the existing
methods rely on a single mathematical model to estimate the
melting temperature of primers. In this paper, we formulate
a multiobjective optimization problem consisting of three un-
certain objectives that use six different models to estimate the
melting temperatures of primers. The formulated problem
was solved using an interactive multiobjective evolutionary
algorithm that enabled the DM to guide the solution process.
We also proposed a selection criterion tailored to our problem
that could find optimal primer designs according to the DM’s
preferences. Finally, we demonstrate the proposed interactive
approach to find optimal primers for a bacterial 16S DNA se-
quence.

Optimizing Cyber Response Time on Temporal Active
Directory Networks Using Decoys

Huy Quang Ngo, Mingyu Guo, Hung Nguyen

We study the problem of placing decoys in AD network to detect
potential attacks. We model the problem as a Stackelberg game
between an attacker and a defender on AD attack graphs where
the defender employs a set of decoys to detect the attacker on
their way to Domain Admin (DA). Contrary to previous works,
we consider time-varying (temporal) attack graphs. We pro-
posed a novel metric called response time, to measure the
effectiveness of our decoy placement in temporal attack graphs.
Response time is defined as the duration from the moment
attackers trigger the first decoy to when they compromise the
DA. Our goal is to maximize the defenders response time to
the worst-case attack paths. We establish the NP-hard nature
of the defenders optimization problem, leading us to develop
Evolutionary Diversity Optimization (EDO) algorithms. EDO
algorithms identify diverse sets of high-quality solutions for
the optimization problem. Despite the polynomial nature of
the fitness function, it proves experimentally slow for larger
graphs. To enhance scalability, we proposed an algorithm that
exploits the static nature of AD infrastructure in the temporal
setting. Then, we introduce problem-tailored repair operations,
ensuring the convergence to better results while maintaining
scalability for larger graphs.
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Using Genetic Algorithms for Privacy-Preserving
Optimization of Multi-Objective Assignment Problems in

Time-Critical Settings: An Application in Air Traffic Flow
Management

Sebastian Gruber, Paul Feichtenschlager, Christoph Georg
Schuetz

In air traffic flow management (ATFM), temporarily reduced
capacity in the European air traffic network leads to the Net-
work Manager imposing a regulation, meaning that flights are
assigned new arrival times on a first-planned, first-served ba-
sis. Some flights, however, are more important for airlines and
the airport than others due to various reasons, e.g., different
numbers of affected passengers across flights. Therefore, opti-
mization of the assignment of flights to available arrival times
based on airline and airport preferences has the potential to
considerably improve overall efficiency. In the ATFM setting,
with its multiple, often competing stakeholders, the inputs
for the optimization, e.g., costs of delay, are sensitive informa-
tion, which must be protected. Furthermore, solutions must
be found within the available time frame, which for the flight
prioritization problem in ATFM is only in the order of minutes.
The privacy-preserving implementation of multi-objective opti-
mization algorithms has considerable computational overhead,
which may lead to the optimization not finishing within the
deadline. To alleviate this problem, we propose the separation
of the search for solutions and the evaluation of the solutions,
with only the evaluation requiring a privacy-preserving imple-
mentation. Our experimental results suggest good convergence
under limited time while protecting sensitive inputs.

Differential Evolution Based on Light-Weight-Surrogate for
Solving High-Dimensional Energy Management Problem

Chixin Xiao, Maoxin He, Dechen Jiang, Yiwei Zhang, Yuxin
Tang, Zhenyu Ling

In modern power engineering, given the high penetration of dis-
tributed energy resources, a risk-based and day-ahead manage-
ment problem can often be formulated as a high-dimensional
problem. In addition, the mathematical mapping from the
input control vector to the quantiles of the system output be-
comes too complex due to the nested relationship between
the different systems. Hence, this type of problem is often ap-
proached as a black box model, i.e., the decision maker can
only observe the input and output ends. However, as a prac-
tical engineering problem, it often requires the correspond-
ing optimization in limited time or evaluations, which poses
a challenge to conventional differential evolution algorithms.
This paper proposes a novel differential evolution algorithm
with a compatible surrogate operator that provides dynamic
rational exploration during the iterations to achieve reliable
performance in limited time and space complexity. The surro-
gate also facilitates faster exploration of the optimal solution
region compared with the state-of-the-art under the same con-
figurations and conditions. A GECCO competition testbed is
utilized to evaluate the performance, where the simulation re-
sults demonstrate that the proposed algorithm is more effective
than most DE, PSO (and their typical variants).
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Function Class Learning with Genetic Programming:
Towards Explainable Meta Learning for Tumor Growth
Functionals

Evi Maria Catharina Sijben, Jeroen Casper Jansen, Peter Alexan-
der Nicolaas Bosman, Tanja Alderliesten

Paragangliomas are rare, primarily slow-growing tumors for
which the underlying growth pattern is unknown. Therefore,
determining the best care for a patient is hard. Currently, if
no significant tumor growth is observed, treatment is often
delayed, as treatment itself is not without risk. However, by
doing so, the risk of (irreversible) adverse effects due to tu-
mor growth may increase. Being able to predict the growth
accurately could assist in determining whether a patient will
need treatment during their lifetime and, if so, the timing of
this treatment. The aim of this work is to learn the general
underlying growth pattern of paragangliomas from multiple
tumor growth data sets, in which each data set contains a tu-
mors volume over time. To do so, we propose a novel approach
based on genetic programming to learn a function class, i.e.,
a parameterized function that can be fit anew for each tumor.
We do so in a unique, multi-modal, multi-objective fashion to
find multiple potentially interesting function classes in a single
run. We evaluate our approach on a synthetic and a real-world
data set. By analyzing the resulting function classes, we can
effectively explain the general patterns in the data.

Genetic Algorithm Selection of Interacting Features (GASIF)
for Selecting Biological Gene-Gene Interactions

Rachit Kumar, David Y. Zhang, Marylyn DeRiggi Ritchie

Feature interactions are particularly useful in modeling biolog-
ical effects, such as gene-gene interactions, but are difficult to
model due to the exponential increase in the feature space. We
present GASIF, a Genetic Algorithm that selects features and
their interactions for the purposes of solving a supervised clas-
sification problem, designed for the identification of gene-gene
interactions. GASIF works by constructing individuals with a
collection of chromosomes that represent a subset of features
and their interactions. It then determines individual fitness as
a combination of the number of unique features used and the
cross-validation performance of a logistic regression classifier
trained on that feature subset with an ElasticNet penalty. A vari-
ety of intuitive operations are used to select, mate, and mutate
individuals from generation to generation to limit the search
space of features and interactions. We evaluate this Genetic Al-
gorithm on a real-world dataset of human brain transcriptomic
data from neuropathologically normal postmortem samples
and pathologically confirmed late-onset Alzheimers disease
individuals and determine the face validity of the gene-gene in-
teractions that it identifies. Across multiple iterations of GASIF,
we consistently identified the same features and interactions
as most informative, all of which relate to genes known to be
implicated in Alzheimers disease.

The Lunar Lander Landing Site Selection Benchmark

Reexamined: Problem Characterization and Algorithm
Performance

Aljoša Vodopija, Jordan N. Cork, Bogdan Filipič

The benchmark problem of lunar lander landing site selection
is a nonlinear constrained optimization problem introduced
as a challenge for the 2018 Evolutionary Computation Sympo-
sium competition. In the single-objective variant, the task is to
find the latitude and the longitude of the landing site maximiz-
ing the total communication time with Earth, and satisfying
constraints for consecutive shade days and the landing site in-
clination angle. The requirements of the multiobjective variant
are to maximize the total communication time, and minimize
the consecutive shade days and the landing site inclination
angle, while satisfying the constraints for the latter two objec-
tives. We reexamine the problem by first characterizing it by
means of problem landscape analysis, then performing a com-
parative study of algorithm performance, and finally relating
the results of the two phases. The characterization relies on
both the features known from the literature and the recently
constructed ones for analyzing constrained and multiobjective
problem landscapes, while the algorithmic study includes sev-
eral single- and multiobjective evolutionary algorithms. The
findings are insightful and allow for a better understanding
of both the problem and the optimization algorithm behavior.
They help identify appropriate algorithms for landing site se-
lection and are advantageous for solving comparable problem
instances.
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Feature Extraction with Automated Scale Selection in Skin
Cancer Image Classification: A Genetic Programming
Approach

Qurrat Ul Ain, Harith Al-Sahaf, Bing Xue, Mengjie Zhang

Early detection of cancer is vital for reducing mortality rates,
but medical images come in various resolutions, often captured
from diverse devices, and pose challenges due to high inter-
class and intra-class variability. Integrating various feature de-
scriptors enhances high-level feature extraction for improved
classification. Having varied structure sizes of tumor charac-
teristics in these medical images, extracting features from a
single scale might not provide meaningful or discriminative fea-
tures. Genetic Programming (GP) proves effective in this con-
text due to its flexible representation and global search capabil-
ities. Unlike existing GP methods relying on extracting features
from a single scale of the input image, this paper introduces a
novel GP-based feature learning approach that automatically
selects scales and combines image descriptors for skin can-
cer detection. The method learns global features from diverse
scales, leading to improved classification performance on der-
moscopic and standard camera image datasets. The evolved
solutions not only enhance classification but also pinpoint the
most effective scales and feature descriptors for different skin
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cancer image datasets. The proposed method generates inter-
pretable models, aiding medical practitioners in diagnoses by
identifying cancer characteristics captured through automati-
cally selected feature descriptors in the evolutionary process.

Optimizing Electric Vehicle Charging Station Placement
Integrating Daily Mobility Patterns and Residential
Locations

Christian Cintrano, Jamal Toutouh, Sergio Nesmachnow

Electric vehicles (EVs) are establishing themselves as the mo-
bility of the future. However, it requires an infrastructure, i.e.,
charging stations, still needs to adapt to the growing demand.
This article presents a multi-objective approach to placing EV
charging stations (EVCS) in urban areas. Our study takes into
account both the quality of service to the citizens and the cost
associated with the installation of charging stations. We have
considered multiple types of EVCS, which will have different
uses depending on the types of drivers. Also, our study inte-
grates citizens’ daily mobility patterns and residential locations.
We used three multi-objective metaheuristics, NSGA-II, SPEA2,
and MOEA/D, and evaluated them in a real-world case study
in Malaga, Spain. Results indicated that NSGA-II and SPEA2
provide both competitive solutions, highlighting their effective-
ness in balancing service quality and installation costs. This
enhanced approach captures the dynamic aspects of citizens’
daily and residential locations, offering nuanced insights into
the electric vehicle charging station location problem.

Redesigning road infrastructure to integrate e-scooter
micromobility as part of multimodal transportation

Diego Daniel Pedroza-Perez, Jamal Toutouh, Gabriel Luque

This paper proposes a multi-criteria approach to optimize ur-
ban infrastructure for e-scooters mobility. The problem con-

siders redesigning road infrastructure to integrate e-scooters
into a city’s multimodal transportation system. This research
aims to improve cycle lane coverage and connectivity for e-
scooters while minimizing installation costs. Two parallel
multi-objective evolutionary algorithms are devised to solve
this problem in a real-world instance based on Mlaga. The re-
sults showed that the algorithms effectively explored the Pareto
front, offering diverse trade-off solutions. Key solutions are an-
alyzed to evaluate the trade-offs between travel time improve-
ment, cycle lane connectivity, multimodality, and installation
costs. Visualization of proposed infrastructure changes illus-
trates significant reductions in travel time.

2-Step Evolutionary Algorithm for the generation of
dungeons with lock door missions using horizontal
symmetry

Felipe Dumont, Riff Maria-Cristina

This paper introduces a novel two-step evolutionary algorithm
(2-Step EA) for the procedural generation of dungeons in video
games. Our approach is designed to address the complex chal-
lenge of generating dungeons that are not only structurally
coherent and navigable with strategically placed keys and bar-
riers. The algorithm divides the dungeon generation process
in two phases: the initial phase focuses on the formation of
dungeon layout considering room quantity and linear coeffi-
cient and the second phase deals with the allocation of keys
and barriers within this structure. We compare our algorithm
with existing methods, emphasizing efficiency and adherence
to specified dungeon parameters. Our results show the effec-
tiveness of the 2-Step EA in generating diverse and engaging
dungeons. This research contributes to the field of procedural
content generation in games, offering insights into the opti-
mization of dungeon generation algorithms.

Search-Based Software Engineering
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Socialz: Multi-Feature Social Fuzz Testing

Francisco Zanartu, Christoph Treude, Markus Wagner

Online social networks have become an integral aspect of our
daily lives and play a crucial role in shaping our relationships
with others. However, bugs and glitches, even minor ones, can
cause anything from frustrating problems to serious data leaks
that can have far-reaching impacts on millions of users. To
mitigate these risks, fuzz testing, a method of testing with ran-
domised inputs, can provide increased confidence in the cor-
rect functioning of a social network. However, implementing
traditional fuzz testing methods can be prohibitively difficult
or impractical for programmers outside of the social network’s
development team. To tackle this challenge, we present Socialz,

a novel approach to social fuzz testing that (1) characterises
real users of a social network, (2) diversifies their interaction
using evolutionary computation across multiple, non-trivial
features, and (3) collects performance data as these interac-
tions are executed. With Socialz, we aim to put social testing
tools in everybody’s hands, thereby improving the reliability
and security of social networks used worldwide. In our study,
we came across (1) one known limitation of the current GitLab
CE and (2) 6,907 errors, of which 40.16% are beyond our debug-
ging skills.

Search-based Crash Reproduction for Android Apps

Michael Auer, Dominik Diner, Gordon Fraser

Android apps are known to be fragile: Users as well as auto-
mated test generators frequently encounter app crashes. An
important prerequisite for fixing the underlying faults is to
provide developers with automated tests to reliably reproduce
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such crashes. Unfortunately, often the only information avail-
able is the stack trace of the crash. While search-based test
generation has been successfully used for finding tests that
reproduce crashes from stack traces in other domains, such
approaches are fundamentally limited in their applicability on
Android apps. For example, even the basic search operator of
crossover used in evolutionary algorithms is challenged since
applicable inputs depend on the state of the app, such that
sequences of inputs cannot be arbitrarily concatenated. To
overcome this problem we use an estimation of distribution
search algorithm, which guides the reproduction using a prob-
abilistic model of relevant actions, requiring no complicated
search operators. The probabilistic model is bootstrapped us-
ing established Android testing heuristics and crash-related
information extracted from the stack trace and byte code, and
is updated throughout the search using a fitness function based
on stack traces. Evaluation on 30 real-world app crashes, of
which 24 are successfully reproduced, demonstrates that the
approach is effective, reliable and fast.

Search-Based Repair of DNN Controllers of AI-Enabled
Cyber-Physical Systems Guided by System-Level
Specifications

Deyun Lyu, Zhenya Zhang, Paolo Arcaini, Fuyuki Ishikawa,

Thomas Laurent, Jianjun Zhao

In AI-enabled CPSs, DNNs are used as controllers for the phys-
ical system. Despite their advantages, DNN controllers can
produce wrong control decisions, which can lead to safety risks
for the system. Once wrong behaviors are detected, the DNN
controller should be fixed. DNN repair is a technique that
allows to perform this fine-grained improvement. However,
state-of-the-art DNN repair techniques require ground-truth
labels to guide the repair. For AI-enabled CPSs, these are not
available, as it is not possible to assess whether a specific con-
trol decision is correct. Nevertheless, it is possible to assess
whether the DNN controller leads to wrong behaviors of the
controlled system by considering system-level requirements.
In this paper, following this observation, we propose a novel
DNN repair approach that is guided by system-level specifica-
tions. The approach takes in input a system-level specification,
some tests violating the specification, and some faulty DNN
weights. The approach searches for alternative weight values
with the goal of fixing the behavior on the failing tests without
breaking the passing tests. We also propose a heuristic that
allows us to accelerate the search by avoiding the execution of
some tests. Experiments on real-world AI-enabled CPSs show
that the approach effectively repairs their controllers.

Swarm Intelligence

SI 1

Tuesday, July 16, 16:30–18:10 Room Room 111

Emergent Behavior in Evolutionary Swarms for Machine
Olfaction

Kordel Kade France, Anirban Paul, Ivneet Banga, Shalini Prasad

Navigation via olfaction (scent) is one of the most primitive
forms of exploration used by organisms. Machine olfaction is
a growing field within sensing systems and AI and many of its
use cases are motivated by swarm intelligence. With this work,
we are specifically interested in demonstrating the collabora-
tive ability that evolutionary optimization can enable in swarm
navigation via machine olfaction. We designate each parti-
cle of the swarm as a reinforcement learning (RL) agent and
show how agent rewards can be directly correlated to maximize
the swarm’s reward signal. In doing so, we show how differ-
ent behaviors emerge within swarms depending on which RL
algorithms are used. We are motivated by the application of
machine olfaction and evaluate multiple swarm permutations
against a suite of scent navigation tasks to demonstrate prefer-
ences exhibited by the swarm. Our results indicate that swarms
can be designed to achieve desired behaviors as a function
of the algorithm each agent demonstrates. This paper con-
tributes to the field of cooperative co-evolutionary algorithms
by proposing a method by which evolutionary techniques can
significantly improve how swarms of simple agents collaborate

to solve complex tasks faster than a single large agent can under
identical conditions.

Auto-configuring Exploration-Exploitation Tradeoff in
Evolutionary Computation via Deep Reinforcement
Learning

Zeyuan Ma, Jiacheng Chen, Hongshu Guo, Yining Ma, Yue-Jiao
Gong

Evolutionary computation (EC) algorithms, renowned as pow-
erful black-box optimizers, leverage a group of individuals
to cooperatively search for the optimum. The exploration-
exploitation tradeoff (EET) plays a crucial role in EC, which,
however, has traditionally been governed by manually designed
rules. In this paper, we propose a deep reinforcement learning-
based framework that autonomously configures and adapts
the EET throughout the EC search process. The framework
allows different individuals of the population to selectively at-
tend to the global and local exemplars based on the current
search state, maximizing the cooperative search outcome. Our
proposed framework is characterized by its simplicity, effective-
ness, and generalizability, with the potential to enhance numer-
ous existing EC algorithms. To validate its capabilities, we apply
our framework to several representative EC algorithms and con-
duct extensive experiments on the augmented CEC2021 bench-
mark. The results demonstrate significant improvements in the
performance of the backbone algorithms, as well as favorable
generalization across diverse problem classes, dimensions, and
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population sizes. Additionally, we provide an in-depth analysis
of the EET issue by interpreting the learned behaviors of EC.

The Electric Vehicle Problem with Road Junctions and Road
Types: An Ant Colony Optimization Approach

Mehmet Anil Akbay, Christian Blum, Michella Saliba

This paper presents a novel extension of the Electric Vehicle
Routing Problem (EVRP) to better align with real-world logis-
tics operations and urban environments. We incorporate addi-
tional nodes into the road network, representing road junctions.
This is in contrast to traditionally considered road networks
consisting merely of depots, charging stations, and customers.
In addition, each edge of the road network has a specific road
type, including highways, urban roads, and city streets. Each
road type is characterized by a distinct speed limit. The ob-
jective function is designed around the energy consumption
of vehicles, which varies based on load, speed, and distance
traveled. This results in a more detailed and accurate modeling
of the EVRP, making it more suitable for practical implementa-
tions. To solve the problem, we provide a construction heuristic
based on the Clark and Wright Savings algorithm and an Ant
Colony Optimization algorithm based on the MAX-MIN Ant
System.

A Self-adaptive Rotationally Invariant Particle Swarm
Optimization for Global Optimization

Ting Dong, Haoxin Wang, Wenbo Ding, Libao Shi

Recently, the rotational invariance property has been intro-
duced into the field of meta-heuristic algorithms, aiming to
ensure consistent algorithm performance across arbitrarily ro-
tated problems, thereby enhancing algorithmic universality.
However, designing a practical rotationally invariant Particle
Swarm Optimization (PSO) variant with superior performance
across various optimization problems still remains a subject
of in-depth research. In this paper, we propose a novel rota-
tionally invariant PSO variant termed self-adaptive rotationally
invariant PSO (sariPSO). Specifically, sariPSO incorporates a
newly developed rotationally invariant solution updating equa-
tion, formulated using random vectors uniformly distributed
within D-dimensional ellipsoids. Additionally, to further en-
hance the algorithm performance across various problems,
sariPSO employs a self-adaptive approach to determine the
axis length parameters of the ellipsoids, based on evaluation
of performances of the solution updating equation under dif-
ferent axis length parameters in the last few iterations. Numer-
ical experiments conducted on 10 well-known test problems
demonstrate the rotational invariance property and superior
performance of sariPSO compared to several existing PSO vari-
ants.

Adaptive Aggregative Multitask Competitive Particle Swarm
Optimization with Bi-Directional Asymmetric Flip Strategy

for High-Dimensional Feature Selection

Yong Zhang, Ke-Jing Du, Yi Jiang, Li-Min Wang, Hua Wang, Zhi-
Hui Zhan, Zhi-Hui Zhan

Evolutionary multitask optimization (EMTO) has been increas-
ingly employed in addressing high-dimensional feature selec-
tion challenges, but current EMTO algorithms still have three
deficiencies: First, in task generation, they just consider the
linear correlation among features but ignore the nonlinear cor-
relation. Second, they commonly encounter negative knowl-
edge transfer. Third, they are hard to strike an optimal bal-
ance between global search capability and computational ef-
ficiency. This paper proposes an adaptive aggregative mul-
titask competitive swarm optimization (AAMCSO) for high-
dimensional feature selection, which contains three novel and
effective strategies to address the above deficiencies. Firstly,
AAMCSO proposes a linear-andnonlinear-correlation-based
task generation strategy to generate multiple tasks while con-
sidering both linear and nonlinear correlation between features
and labels. Secondly, AAMCSO proposes an adaptive aggrega-
tive knowledge transfer strategy to adaptively transfer positive
knowledge among related tasks. Thirdly, AAMCSO proposes a
bi-directional asymmetric flip strategy to guide the population
to search for a smaller feature subset with better classifica-
tion performance. We have conducted extensive comparative
experiments on AAMCSO and multiple state-of-the-art fea-
ture selection algorithms in high-dimensional feature selection
problems with up to 10000 dimensions. The results show that
AAMCSO achieves significantly superior performance to the
state-of-the-art comparison algorithms in terms of both classi-
fication accuracy and feature number.
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Markov Chain-based Optimization Time Analysis of Bivalent
Ant Colony Optimization for Sorting and LeadingOnes⋆

Matthias Kergaßner, Oliver Keszocze, Rolf Wanka

So far, only few bounds on the runtime behavior of Ant Colony
Optimization (ACO) have been reported. To alleviate this sit-
uation, we investigate the ACO variant we call Bivalent ACO
(BACO) that uses exactly two pheromone values. We provide
and successfully apply a new Markov chain-based approach
to calculate the expected optimization time, i. e., the expected
number of iterations until the algorithm terminates. This ap-
proach allows to derive exact formulae for the expected op-
timization time for the problems Sorting and LeadingOnes.
It turns out that the ratio of the two pheromone values gov-
erns significantly the runtime behavior of BACO. To the best of
our knowledge, for the first time, we can present tight bounds
for Sorting (Theta(nˆ3)) with a specifically chosen objective
function and prove the missing lower bound Omega(nˆ2) for
LeadingOnes which, thus, is tightly bounded by Theta(nˆ2). We
show that despite we have a drastically simplified ant algorithm
with respect to the influence of the pheromones on the solving
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process, known bounds on the expected optimization time for
the problems OneMax (O(n log n)) and LeadingOnes (O(nˆ2))
can be re-produced as a by-product of our approach. Experi-
ments validate our theoretical findings.

Fine-Grain Knowledge Transfer-based Multitask Particle
Swarm Optimization with Dual Clustering-based Task
Generation for High-Dimensional Feature Selection

Xin-Yu Wang, Qi-Te Yang, Yi Jiang, Kay Chen Tan, Jun Zhang,
Zhi-Hui Zhan

Evolutionary multitasking (EMT), as a very popular research
topic in the evolutionary computation community, has been
used to solve high-dimensional FS problems and has shown
good performance recently. However, most of the existing
EMT-based methods still have two drawbacks. First, they only
consider using filter-based task generation strategies to retain
highly relevant features for generating the additional tasks,
whereas the redundancy between features is ignored. Second,
they always consider a complete variable vector (e.g., global
optimum or mean positional information of a population at
current generation) as positive knowledge and transfer it, which
greatly weakens the variety of transferred knowledge and in-
creases the possibility of falling into local optimality. To deal
with these two drawbacks, we propose a new EMT-assisted mul-
titask particle swarm optimization (MPSO) algorithm with two
innovations for high-dimensional FS. First, we propose a dual
clustering-based task generation strategy to generate tasks by

considering both feature relevance and redundancy. Second,
we propose a fine-grain knowledge transfer strategy to realize
explicit transfer of knowledge between different tasks. Experi-
mental results on 15 public datasets show the effectiveness and
competitiveness of our proposed MPSO algorithm over other
state-of-the-art FS methods in dealing with high-dimensional
FS problems.

A Differential Pheromone Grouping Ant Colony
Optimization Algorithm for the 1-D Bin Packing Problem

Aseel Ismael Ali, Edward Keedwell, Ayah Helal

The bin packing problem (BPP) is a well-researched and im-
portant NP-hard problem with many contemporary applica-
tions (e.g. stock cutting, machine scheduling), which requires
a set of items with variable sizes to be packed into a set of
fixed-capacity containers. Many metaheuristic approaches
have been successfully trialled on this problem, including
evolutionary algorithms, ant colony optimization and local
search techniques. The most successful variants of these ap-
proaches use grouping techniques whereby the algorithm con-
siders sets of items together rather than as separate decision
variables. This paper presents an Ant Colony Optimization
integrated with a grouping technique and a novel differential
pheromone procedure for bin packing. The proposed differen-
tial pheromone grouping ACO shows state-of-the-art results
for ACO approaches in BPP and approaches the performance
of the best evolutionary methods.
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A Tight O(4k /pc ) Runtime Bound for a (µ+1)GA on Jumpk for
Realistic Crossover Probabilities

Andre Opris, Johannes Lengler, Dirk Sudholt

The j umpk benchmark was the first problem for which
crossover was proven to give a speedup over mutation-only
evolutionary algorithms. Jansen and Wegener (2002) proved
an upper bound of O(poly(n)+4k /pc ) for the (µ+1) Genetic
Algorithm (muga), but only for unrealistically small crossover
probabilities pc . To this date, it remains an open problem to
prove similar upper bounds for realistic pc ; the best known
runtime bound for pc =Ω(1) is O((n/χ)k−1), χ a positive con-
stant. %Here we adapt a previous study on the evolution of
population diversity by Lengler et al. (GECCO 2023) from flat
fitness landscapes to the set of local optima on jump. Using
recently developed techniques, we analyse the evolution of
the population diversity, measured as sum of pairwise Ham-
ming distances, for a variant of the muga on j umpk . We show
that population diversity converges to an equilibrium of near-
perfect diversity. This yields an improved and tight time bound

of O(µn log(k)+4k /pc ) for a range of k under the mild assump-
tions pc =O(1/k) and µ ∈Ω(kn). For all constant k the restric-
tion is satisfied for some pc =Ω(1). Our work partially solves a
problem that has been open for more than 20 years.

Guiding Quality Diversity on Monotone Submodular
Functions: Customising the Feature Space by Adding
Boolean Conjunctions

Marcus Schmidbauer, Andre Opris, Jakob Bossek, Frank Neu-
mann, Dirk Sudholt

Quality Diversity (QD) aims to evolve a population of solutions
that are both diverse and of high quality. The Map-Elites QD
approach partitions the search space according to a feature
space and stores the best solution for each feature. Bossek &
Sudholt (GECCO 2023) showed that a simple QD algorithm on
the feature space defined by the number of selected elements
efficiently computes (1−1/e)-approximations for maximising
monotone submodular functions. We extend this approach
by adding Boolean conjunctions to the feature space, which
allow the user to enforce or to exclude certain elements. This
enhanced feature space overlays several customised problems,
which are optimised in parallel. We bound the expected time
for QD to find (1−1/e)-approximations for all problems simul-
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taneously and show that adding sub-problems mechanically
via helper formulas guides the search and speeds up optimisa-
tion. Finally, we give instances on which the use of crossover
yields drastic speedups. Our work contributes to the theoretical
understanding of QD algorithms and suggests a way to max-
imise the potential of QD.

A Flexible Evolutionary Algorithm with Dynamic Mutation
Rate Archive

Martin S. Krejca, Carsten Witt

We propose a new, flexible approach for dynamically main-
taining successful mutation rates in evolutionary algorithms
using k-bit flip mutations. The algorithm adds successful mu-
tation rates to an archive of promising rates that are favored in
subsequent steps. Rates expire when their number of unsuc-
cessful trials has exceeded a threshold, while rates currently
not present in the archive can enter it in two ways: (i) via user-
defined minimum selection probabilities for rates combined
with a successful step or (ii) via a stagnation detection mecha-
nism increasing the value for a promising rate after the current
bit-flip neighborhood has been explored with high probability.
For the minimum selection probabilities, we suggest different
options, including heavy-tailed distributions. We conduct rig-
orous runtime analysis of the flexible evolutionary algorithm
on the OneMax and Jump functions, on general unimodal func-
tions, on minimum spanning trees, and on a class of hurdle-like
functions with varying hurdle width that benefit particularly
from the archive of promising mutation rates. In all cases,
the runtime bounds are close to or even outperform the best
known results for both stagnation detection and heavy-tailed
mutations.

Plus Strategies are Exponentially Slower for Planted Optima
of Random Height

Johannes Lengler, Leon Schiller, Oliver Sieberling

We compare the (1, )-EA and the (1+)-EA on the recently intro-
duced benchmark DisOM, which is the OneMax function with
randomly planted local optima. Previous work showed that if
all local optima have the same relative height, then the plus
strategy never loses more than a factor of O(n log n) compared
to the comma strategy. Here we show that even small random
fluctuations in the heights of the local optima have a devas-
tating effect for the plus strategy and lead to superpolynomial
run times. On the other hand, due to their ability to escape
local optima, comma strategies are unaffected by the height
of the local optima and remain efficient. Our results hold for
a broad class of possible distortions and show that the plus
strategy, but not the comma strategy, is generally deceived by
sparse unstructured fluctuations of a smooth landscape. We
further develop new techniques for analysing frozen noise in
such landscapes which might be of independent interest.

Run Time Bounds for Integer-Valued OneMax Functions

Jonathan Gadea Harder, Timo Kötzing, Xiaoyue Li, Aishwarya

Radhakrishnan, Janosch Ruff

While most theoretical run time analyses of discrete random-
ized search heuristics focus on finite search spaces, we con-
sider the search space Z n . Understanding this search space is
especially relevant for developing better algorithms for mixed-
integer black box optimization (MI-BBO) problems. We con-
sider as fitness functions the distance to the (unique) non-zero
optimum a (based on the L1-metric) and study the (1+1) EA
which mutates by applying a step-operator on each component
that is determined to be varied. For changing by 1, we show
that the expected optimization time isΘ(n(|a|∞+ log(|a|H ))).
In particular, the time is linear in the maximum value of
the optimum a. Employing a different step operator which
chooses a step size from a distribution so heavy-tailed that
the expectation is infinite, we get an optimization time of
O(n log2(|a|1)(log(log(|a|1)))1+). Furthermore, we show that
RLS with step size adaptation achieves an optimization time of
Θ(n log(|a|1)) and that L1-symmetric operators (as suggested
by Rudolph’94) require a time at least linear in |a|1. We com-
plement our findings with experimental results which show
that asymptotically sub-optimal algorithms can be faster for
smaller values of |a|∞.
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Evolutionary Computation Meets Graph Drawing: Runtime
Analysis for Crossing Minimisation on Layered Graph
Drawings⋆

Jakob Baumann, Ignaz Rutter, Dirk Sudholt

Graph Drawing aims to make graphs visually comprehensible
while faithfully representing their structure. In layered draw-
ings, each vertex is drawn on a horizontal line and edges are
drawn as y-monotone curves. A key ingredient for constructing
such drawings is the One-Sided Bipartite Crossing Minimiza-
tion (OBCM) problem: given two layers of a bipartite graph
and a fixed horizontal order of vertices on the first layer, the
task is to order the vertices on the second layer to minimise
the number of edge crossings. We analyse the performance
of simple evolutionary algorithms for OBCM and compare dif-
ferent operators for permutations: exchanging two elements,
swapping adjacent elements and jumping an element to a new
position. We show that the simplest and cheapest mutation
operator, swap, shows excellent performance on instances that
can be drawn crossing-free, which correspond to a generalised
sorting problem. We give a tight runtime bound of Θ(n2) via
a parallel BubbleSort algorithm and a delay sequence argu-
ment. This gives a positive answer to an open problem from
Scharnow, Tinnefeld, and Wegener (2004) on whether the best
known bound of O(n2 logn) for sorting in permutation spaces
can be improved toΘ(n2), albeit for an even simpler operator.
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A Runtime Analysis of Bias-invariant Neuroevolution and
Dynamic Fitness Evaluation

Paul Fischer, John Alasdair Warwicker, Carsten Witt

In the field of neuroevolution (NE), evolutionary algorithms are
used to update the weights, biases and topologies of artificial
neural networks (ANNs). A recent theoretical work presented
the first runtime analysis of NE in a simple setting, consider-
ing a single neuron and intuitive benchmark function classes.
However, this work was limited by the unrealistic settings with
regard to activation functions and fitness measurements. In
this paper, we extend upon this first work by overcoming the
two shortcomings. Firstly, we consider a more realistic setting
in which the NE also evolves a third parameter, termed the
bend, allowing the previous benchmark function classes to be
solved efficiently even in the fixed bias case. This setting mim-
ics rectified linear unit activation functions, which are common
in real-world applications of ANNs. Secondly, we consider a dy-
namic fitness function evaluation paradigm where the weights
and biases are updated after each new sample. Experimental
results in both cases support the presented theoretical results.

Runtime Analyses of NSGA-III on Many-Objective Problems

Andre Opris, Duc-Cuong Dang, Frank Neumann, Dirk Sudholt

NSGA-II and NSGA-III are two of the most popular evolution-
ary multi-objective algorithms used in practice. While NSGA-
II is used for few objectives such as 2 and 3, NSGA-III is de-
signed to deal with a larger number of objectives. In a recent
breakthrough, Wietheger and Doerr (IJCAI 2023) gave the first
runtime analysis for NSGA-III on the 3-objective OneMinMax
problem, showing that this state-of-the-art algorithm can be
analyzed rigorously. We advance this new line of research by
presenting the first runtime analyses of NSGA-III on the pop-
ular many-objective benchmark problems m-LOTZ, m-OMM,
and m-COCZ, for an arbitrary constant number m of objectives.
Our analysis provides ways to set the important parameters of
the algorithm: the number of reference points and the popula-
tion size, so that a good performance can be guaranteed. We
show how these parameters should be scaled with the problem
dimension, the number of objectives and the fitness range. To
our knowledge, these are the first runtime analyses for NSGA-
III for more than 3 objectives.

Already Moderate Population Sizes Provably Yield Strong
Robustness to Noise

Denis Antipov, Benjamin Doerr, Alexandra Ivanova

Experience shows that typical evolutionary algorithms can
cope well with stochastic disturbances such as noisy function
evaluations. In this first mathematical runtime analysis of the
(1+λ) and (1,λ) evolutionary algorithms in the presence of
prior bit-wise noise, we show that both algorithms can tolerate

constant noise probabilities without increasing the asymptotic
runtime on the OneMax benchmark. For this, a population size
λ suffices that is at least logarithmic in the problem size n. The
only previous result in this direction regarded the less realistic
one-bit noise model, required a population size super-linear
in the problem size, and proved a runtime guarantee roughly
cubic in the noiseless runtime for the OneMax benchmark. Our
significantly stronger results are based on the novel proof ar-
gument that the noiseless offspring can be seen as a biased
uniform crossover between the parent and the noisy offspring.
We are optimistic that the technical lemmas resulting from this
insight will find applications also in future mathematical run-
time analyses of evolutionary algorithms.

Runtime Analysis of Coevolutionary Algorithms on a Class of
Symmetric Zero-Sum Games

Alistair Benford, Per Kristian Lehre

A standard aim in game theory is to find a pure or mixed Nash
equilibrium. For strategy spaces too large for a Nash equi-
librium to be computed classically, this can instead be ap-
proached using a coevolutionary algorithm. How to design co-
evolutionary algorithms which avoid pathological behaviours
(such as cycling or forgetting) on challenging games is then
a crucial open problem. We argue that runtime analysis can
provide insight and inform the design of more powerful and
reliable algorithms for this purpose. To this end, we consider a
class of symmetric zero-sum games for which the role of popu-
lation diversity is pivotal to an algorithm’s success. We prove
that a broad class of algorithms which do not utilise a popula-
tion have superpolynomial runtime for this class. In the other
direction we prove that, with high probability, a coevolutionary
instance of the univariate marginal distribution algorithm finds
the unique Nash equilibrium in time O(n(logn)2). Together,
these results demonstrate the importance of generating diverse
search points for evolving better strategies. The correspond-
ing proofs develop several techniques that may benefit future
analysis of estimation of distribution and coevolutionary algo-
rithms.

The SLO Hierarchy of pseudo-Boolean Functions and
Runtime of Evolutionary Algorithms

Duc-Cuong Dang, Per Kristian Lehre

While some common fitness landscape characteristics are criti-
cal when determining the runtime of evolutionary algorithms
(EAs), the relationship between fitness landscape structure and
the runtime of EAs is poorly understood. Recently, Dang et
al. (2021) introduced a classification of pseudo-Boolean prob-
lems showing that sparsity of local optima and the density of
fitness valleys can be crucial characteristics when determin-
ing the runtime of EAs. However, their approach could only
classify some classes of pseudo-Boolean functions and thus
defined an incomplete hierarchy. We generalise the previous
work to a complete hierarchy for all pseudo-Boolean functions.
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The hierarchy is consistent with existing results for the run-
time of EAs. The hardest part of the hierarchy consists of prob-
lems satisfying the No Free Lunch theorem. The easiest part
contains well-known theoretical benchmark problems, easy
for EAs. The intermediary parts contain instances of NP-hard
problems. Problem classes where local optima sparsity exceed

fitness valley density are shown to have exponential black-box
complexity. We study how random perturbations of a function
can change its classification. E.g, randomly perturbing search
points in OneMax with constant probability leads to a problem
class that can still be optimised efficiently with appropriately
tuned non-elitist EAs.
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