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ABSTRACT

We present results on the performance of Distributed Speech Recognition operating over simulated IP networks. ETSI AURORA front-end running at client nodes extracts the speech parameters, packetizes and sends them as real-time IP traffic to a remote recognizer based on Continuous Density Hidden Markov Models. The experimental framework is the ETSI STQ-AURORA Project Database 2.0. The impact of transmission over IP networks is modeled by (1) random losses, (2) losses generated by a Gilbert model and (3) network simulations. Results show that random losses and moderately bursty losses do not significantly affect the recognition performance. Strongly bursty packet losses, as those generated by real-time and Web traffic competing over a network bottleneck, instead, can have a very negative impact on recognition performance, indicating that DSR over the Internet, to be successful, requires high levels of Quality of Service.

1. INTRODUCTION

The increasing use of both the Internet and Automatic Speech Recognition (ASR) systems makes Internet-based Distributed Speech Recognition (DSR) services very attractive. Such services are based on a client-server architecture. Simple, low power, client devices quantize and packetize the speech data (usually in the form of speech feature vectors) and transmit it over the communication channel to a remote ASR server that performs speech recognition. The architecture of the service considered in this paper is shown in Figure 1.

The design of a speech recognition system which operates over IP networks differs from the case of a system operating over the PSTN. When developing Distributed Speech Recognition (DSR) in the current Internet one must consider the effect of packet losses and delay. On congested IP networks, in fact, routers will discard packets if their packet in-flows exceed their out-flows for a given data route. Packet losses can be isolated single losses or successive multiple packet losses. It is, therefore, useful to study how packet losses affect the speech recognition performance and the effectiveness of error concealment techniques. As we will see, bursty losses can negatively affect the performance of IP-based DSR.

We present the results of a performance evaluation analysis of Internet-based DSR using the ETSI AURORA Project database. The IP network is modelled under increasingly realistic scenarios, culminating in network simulations of a bottleneck network topology.

2. EXPERIMENTAL FRAMEWORK

In this Section, the experimental framework used to carry out the DSR experiments is presented and discussed. Different network scenarios have been considered, but one single task: speaker independent connected digit recognition.
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Fig. 1. Block diagram of an IP-based DSR system.
2.1. Database

To evaluate and compare the performance of the DSR scenarios proposed in this paper, the ETSI STQ-AURORA Project Database 2.0 experimental framework was adopted [1] [2]. The source speech for this database is the TIDigits clean database, consisting of a connected digits task spoken by American English talkers. This database was downsampled to 8KHz and filtered with the G.712 “standard” frequency characteristic defined by the ITU [3].

For training the recognition models a set of 8440 utterances of the above speech are used, containing the recordings a total of 55 male and 55 female adult speakers.

For test 4004 utterances from 52 male and 52 female speakers in the TIDigits test set are split into four subsets with 1001 utterances in each. Recordings of all speakers are presented in each subset. Such test set is the referred in [4] as clean-test set 4.

2.2. Front-End

The client front-end is based on the proposal by AURORA W1007. It consists of a cepstral analysis scheme where each feature vector has 14 components: 13 Mel frequency cepstral coefficients (MFCCs); the MFCC of order 0; and the logarithmic frame energy. For the cepstral analysis the following operations are applied over the speech signal:

- Signal offset compensation with a notch filter;
- Preemphasis with a factor of 0.97;
- Hamming windowing of 25 ms length;
- FFT based mel filterbank with 23 frequency bands in the range from 64 Hz up to half of the sampling frequency, i.e., 4 KHz;
- Frame shift of 10 ms.

2.3. Network scenarios

In order to measure the influence of missing speech packets on the ASR system performance three different IP network scenarios have been considered. Such scenarios simulate the packet losses produced by the IP channel.

2.3.1. Random losses

We have investigated the recognition performance when the IP network is modelled as a random loss channel, i.e., each packet has the same loss probability.

Various amounts of random packet loss ranging from 10% to 40% have been simulated. For low packet loss ratios (PLR), packet losses are predominantly single packet losses. Approximately 94% of the bursts consists of four packets or less.

2.3.2. Gilbert–model losses

Packet losses are not independent on a frame-by-frame basis, but appear in bursts. Bolot [5] studied the distribution of packet loss in the Internet and concluded that this could be approximated by a Markovian loss model such as the Gilbert or Elliott models. Thus, we have simulated the IP network by using a 2-state Markov model, known also as a Gilbert model. The tests were run under the loss conditions reported in Table 1, where \( ulp = p/(p + q) \) is the unconditional loss probability and \( elp = 1 - q \) is the loss probability conditioned on the event that the previous packet was lost. Conditions 1 and 2 exhibit predominantly solitary losses and fairly insignificant number of burst losses. Approximately 90% of the bursts at conditions 1 and 2 consist of three packets or less; while at conditions 3 and 4 the 90% of the bursts consist of five packets or less.

<table>
<thead>
<tr>
<th>condition</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( elp )</td>
<td>0.147</td>
<td>0.33</td>
<td>0.50</td>
<td>0.60</td>
</tr>
<tr>
<td>( ulp )</td>
<td>0.006</td>
<td>0.09</td>
<td>0.286</td>
<td>0.385</td>
</tr>
</tbody>
</table>

Table 1. Channel IP gilbert-based loss conditions.

2.3.3. Network simulations

Finally, we have analyzed the recognition performance when the DSR is carried out over a bottleneck network topology, with bottleneck bandwidth in the environs of 64 Kbps, similar to the bandwidth of an ISDN- or dial-up connection. The protocol used to send and receive speech packets was the Real-time Transport Protocol (RTP). Our analysis was targeted at examining a scenario in which the user is speaking, while at the same time interfering FTP (e.g., Web or email) traffic is going on. Some characteristics of this scenario are the following:

- Competing traffic: on/off TCP sources;
- Playout buffer: 100 ms;
- Duration: 350 s.

To evaluate performance, we used the network simulator ns-2 from UCB/LBNL [6]. All the simulations used a simple bottleneck topology. Three FTP and three RTP sources are placed at one end of the bottleneck link and the six related receivers are placed at the other end. The routers associated with the bottleneck link use a droptail strategy and have a buffering capacity of 2.5KB. In the random and Gilbert loss scenarios we have assumed that the client device transmits speech using the MFCC feature vectors with one frame (10 ms) per packet. In this bottleneck scenario we have considered three different packet sizes, namely: 1, 2 and 5 frames per packet (8, 14 and 32 bytes respectively,
with RTP header compression). For each scenario, different values of the bottleneck bandwidth were set so that the speech packets loss ratio was equal to approximately 5%, 10%, 15%, and 20%, for a total of 12 network simulations.

Since TCP packets are much larger than speech ones, when speech packets find a TCP packet in front of them, they get delayed and may reach the receiver too late for playback, resulting, as we will see, in long bursts of packet losses. Examination of each simulation reveals that they exhibit predominantly bursty losses. Figure 2 shows the distribution of the burst lengths when the number of frames per packet is one (condition 1). The examination of this figure reveals extremely long error bursts: the mean burst length is approximately 45 packets.

During recognition an utterance can be modeled by any sequence of digits with the possibility of a “sil” model at the beginning and at the end, and a “sp” model between two digits.

For recognition the MFCC of order 0 is not considered. Only the remaining 13 components as well as the corresponding delta and acceleration coefficients are considered.

### 3. RECOGNITION RESULTS

The recognition results are presented in this Section when applying both the front-end and the recognition scheme as described above.

The experiments performed aimed to show recognition performance for a variety of different network scenarios; and to measure the influence of missing speech packets on the ASR system performance. The packet loss rate and the length of bursts were taken into account.

The total number of complete sentences which were recognized correctly as well as the correct and accuracy percentages are 97.10/99.40/99.02 for the baseline system without losses. Tables 2, 3, and 4 refer to results when applying the network scenarios described in the previous Section. The results show that the worst performance is obtained when the speech is sent through the bottleneck scenario.

If the packet losses are predominantly solitary losses or the length of burst losses is small, as in the proposed random loss and gilbert conditions scenarios, there exists a range of traditional error concealment methods which can easily conceal the errors due to the packet loss, resulting in an optimal or at least improved speech recognition performance [7]. Over these scenarios we have examined the effectiveness of the repetition error concealment approach to improve the performance.

Table 2 shows the performance of the ASR system when the random loss network is considered. The results show that as packet loss increases performance deteriorates. Good performance recovery is shown with the repetition error concealment technique. With 40% packet loss the baseline performance is down to 83% and is restored to 99%.

Table 3 shows the recognition performance when the network is simulated by the Gilbert model. We can see the impact of packet loss on recognition performance for condition 4, where the loss are predominantly bursty and the mean burst length is 4 packets. As in random loss scenario the repetition error concealment method results in only slight degradation in performance as compared to baseline system without losses.

Table 4 shows the recognition results obtained when the IP network is implemented as the bottleneck topology described in the previous Section. Examination of the recog-
Table 2. Recognition performance, random packet losses: (a) Without error concealment; (b) With error concealment. First row: %Correct sentences; Second row: %Word correct/%Word accuracy.

<table>
<thead>
<tr>
<th>PLR (%)</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>96.00</td>
<td>91.68</td>
<td>81.97</td>
<td>64.59</td>
</tr>
<tr>
<td></td>
<td>98.93/98.67</td>
<td>97.29/97.15</td>
<td>93.13/93.08</td>
<td>83.56/83.53</td>
</tr>
<tr>
<td>(b)</td>
<td>97.10</td>
<td>96.95</td>
<td>96.78</td>
<td>96.45</td>
</tr>
<tr>
<td></td>
<td>99.41/99.03</td>
<td>99.34/98.98</td>
<td>99.24/98.88</td>
<td>99.24/98.81</td>
</tr>
</tbody>
</table>

Table 3. Recognition performance, Gilbert-model losses: (a) Without error concealment; (b) With error concealment. First row: %Correct sentences; Second row: %Word correct/%Word accuracy.

<table>
<thead>
<tr>
<th>Loss condition</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>96.57</td>
<td>95.38</td>
<td>77.50</td>
<td>57.92</td>
</tr>
<tr>
<td></td>
<td>99.33/98.99</td>
<td>98.75/98.44</td>
<td>91.09/91.01</td>
<td>80.00/79.98</td>
</tr>
<tr>
<td>(b)</td>
<td>96.85</td>
<td>96.93</td>
<td>96.18</td>
<td>95.18</td>
</tr>
<tr>
<td></td>
<td>99.42/99.06</td>
<td>99.35/98.96</td>
<td>99.07/98.65</td>
<td>98.73/98.31</td>
</tr>
</tbody>
</table>

4. CONCLUSIONS

We have analyzed the impact of packet losses on the performance of an Internet-based DSR system using the ETSI AURORA database. Packet losses were modelled by (1) random losses, (2) losses generated by a 2-state Gilbert model and (3) network simulations of a bottleneck topology with interfering FTP traffic.

The results indicate that even relatively high levels single packet losses can be tolerated; however, if packet losses are strongly bursty, as may happen in the Internet, the consequences can be very negative.

The results also show that for single packet losses and short bursts the repetition-based error concealment technique provides good performance.

Further work will be devoted to examine the packet loss profiles in more detail. The main focus of attention will be on techniques to combat bursty packet losses.

5. REFERENCES


