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Problem?



What is the problem?

Too much information.

Too little time.

How can I choose?

Collaborative filtering, that’s how!
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Filtering methods

If we’re wise enough, we can feign intelligence.

Conversely, by having enough users with similar tastes, we can
pretend that we know what each user likes.

We can also try to actually discover aspects of the object
we’re recommending.
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Filtering techniques

Memory-based techniques

Popular, easy to implement

Consider the entire userbase and only the userbase

Do not know anything about the item

Model-based techniques

Harder to implement, but provide more advantages

Build a model of the item and use its aspects to provide
recommendations

Sadly, model building is expensive
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Last.fm



Last.fm

Utilises a memory-based technique

Users and ratings are in a sparse matrix

Considers users as vectors and uses their cosine to gauge taste
compatibility.

Runs relatively fast off-line and offers good performance.
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Google News



Google News

Google need to be able to filter thousands of items in
near-realtime, with items having a lifetime of a few days at
most.

No clear vote of preference from the user.

Approach must be content-agnostic so it can be applied to
other types of media as well.
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Google News

Google opted for a hybrid approach, utilising two model-based
technique and a memory-based one.

Each technique assigns a score to each story.

Users vote with their clicks.

The scores are weighted and the stories are presented to the
user.
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Amazon



Amazon

More items the user will like means increased sales.

Recommendations must be generated in a fraction of a
second.

Simpler methods are on-line and consider the entire matrix of
trillions of items.

There must be a better way!
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Amazon

Why not group relevant items instead of users with the same
tastes?

If many users have bought pairs of items, consider them
similar.

Can be calculated off-line.

Needs almost no data about the user.
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Questions?



This presentation was amazing.


