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› Linear Dynamical Systems

› Inference & Learning

› Future Work



› Generative model for time-series

› ‘Hidden Markov Models with continuous variables’

› Trained model permits price prediction

› Interesting variations
 Switching systems (Markov regime-switching)
 Resetting systems (changepointmodels)
 Autoregressive variations



› Gaussian Resetting Autoregressive LDS



› Classical inference problems

 Filtering (inferring the present)

 Smoothing (inferring the past)

 Prediction (inferring the future)

› For Resetting LDS, inference is tractable

› Expectation Maximisation increases likelihood by 

learning parameter values iteratively
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› Approximate inference to improve speed

› Resetting systems with multiple underlying generating 

systems (Reset-HMM)

› Decision engine for trading strategies


